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Remark
 These are the slides of the lecture held on May 3. For 

copyright reasons some slides, in particular slides with 
pictures/photos, had to be removed.
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Germany: Satellite-Picture of DLR



Two Germany Maps

16 colors
+ surroundings

4 colors
+ surroundings



From countries 
to nodes,

from borders 
to edges



The Bundesländer-
Graph



Der vierfarbige
Bundesländer-

Graph
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Four colors suffice
The Four Color Problem (1852 – 1976)

1. K. Appel and W. Haken, Every planar map is four 
colorable. Part I. Discharging, Illinois J. Math. 21 (1977), 
429-490. 

2. K. Appel, W. Haken and J. Koch, Every planar map is 
four colorable. Part II. Reducibility, Illinois J. Math. 21 
(1977), 491--567. 

3. K. Appel and W. Haken, Every planar map is four 
colorable, Contemporary Math. 98 (1989). 
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A new proof of the four color theorem
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History of the 4-color-problems
History.
The Four Color Problem dates back to 1852 when Francis Guthrie, while trying to color the 
map of counties of England noticed that four colors sufficed. He asked his brother Frederick 
if it was true that any map can be colored using four colors in such a way that adjacent 
regions (i.e. those sharing a common boundary segment, not just a point) receive different 
colors. Frederick Guthrie then communicated the conjecture to DeMorgan. The first printed 
reference is due to Cayley in 1878. 
A year later the first `proof' by Kempe appeared; its incorrectness was pointed out by 
Heawood 11 years later. Another failed proof is due to Tait in 1880; a gap in the argument 
was pointed out by Petersen in 1891. Both failed proofs did have some value, though. 
Kempe discovered what became known as Kempe chains, and Tait found an equivalent 
formulation of the Four Color Theorem in terms of 3-edge-coloring. 
The next major contribution came from Birkhoff whose work allowed Franklin in 1922 to 
prove that the four color conjecture is true for maps with at most 25 regions. It was also 
used by other mathematicians to make various forms of progress on the four color problem. 
We should specifically mention Heesch who developed the two main ingredients needed for 
the ultimate proof - reducibility and discharging. While the concept of reducibility was 
studied by other researchers as well, it appears that the idea of discharging, crucial for the 
unavoidability part of the proof, is due to Heesch, and that it was he who conjectured that 
a suitable development of this method would solve the Four Color Problem. 
This was confirmed by Appel and Haken in 1976, when they published their proof of the 
Four Color Theorem [1,2]. 



A Graph
Bundesländer-Graph



Four-coloured
Bundesländer-

Graph



Bundesländer-Graph

A spanning tree



Der Bundesländer-
Graph

A spanning tree
(not a shortest)



Some Graph

A
tour
or

hamiltonian 
circuit



Some Graph

A
tour
or

hamiltonian 
circuit

Finding a 
shortest tour is the 

travelling salesman problem
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Networks in Germany
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 The role of networks
 Networks are omnipresent
 Rapidly growing in size and 

importance
 Their design and operation 

poses new challenges 
 What constitutes a good network?

 Study common mathematical 
properties of network 
applications
 Develop theory, algorithms, 

and software for an advanced 
level of network analysis
 Address network planning 

problems as a whole

A MATHEON Vision
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What is the Telecom Problem?

Design excellent technical devices
and a robust network that survives
all kinds of failures and organize 
the traffic such that high quality 
telecommunication between
very many individual units at 
many locations is feasible
at low cost!

Speech
Data

Video
Etc.
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What is the Telecom Problem?

Design excellent technical devices
and a robust network that survives
all kinds of failures and organize 
the traffic such that high quality 
telecommunication between
very many individual units at 
many locations is feasible
at low cost!

This problem is 
too general 

to be solved in 
one step.

Approach in Practice:
 Decompose whenever possible.
 Look at a hierarchy of problems.
 Address the individual problems one by one.
 Recompose to find a good global solution.
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Cell Phones and Mathematics

Designing mobile phones
Task partitioning
Chip design (VLSI)
Component design

Computational logic
Combinatorial optimization
Differential algebraic equations

Producing Mobile Phones
Production facility layout
Control of CNC machines
Control of robots 
Lot sizing
Scheduling
Logistics

Operations research
Linear and integer programming
Combinatorial optimization
Ordinary differential equations

Marketing and Distributing Mobiles
Financial mathematics 
Transportation optimization



Chip Design

CMOS layout for 
four-transistor 
static-memory 
cell

CMOS layout for two 
four-transistor 
static-memory cells. 

Compacted CMOS 
layout for two 
four-transistor 
static-memory cells. 

Placement
Routing

Compactification

Schematic for four-transistor 
static-memory cell
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Design and Production of ICs and PCBs

Integrated Circuit (IC)
Printed Circuit Board (PCB)

Problems: Logic Design, Physical Design
Correctness, Simulation, Placement of 

Components, Routing, Drilling,...
Correctness, Simulation, Placement of 

Components, Routing, Drilling,...
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Examples
CNC Machine for 2D and 3D 

cutting and welding
(IXION ULM 804)

Sequencing of Tasks
and Optimization of Moves

Mounting Devices
Minimizing Production Time

via TSP or IP

Printed Circuit 
Boards

Optimization of 
Manufacturing

SMD

Sequencing of Tasks
and Optimization of Moves

Minimizing Production Time
via TSP or IP

Optimization of 
Manufacturing
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Drilling 2103 holes into a PCB

Significant Improvements
via solving the

travelling salesman problem

Padberg & Rinaldi



Siemens Problem 

before after

printed circuit board da1

Grötschel, Jünger, Reinelt



Siemens Problem 

before after

printed circuit board da4

Grötschel, Jünger, Reinelt

54% shorter
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Locating antennas
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Locating base stations

Nokia MetroSite

Nokia UltraSite



Martin
Grötschel

34

Contents
1. What is Network Design?
2. Telecommunication: The General Problem
3. Some Problems in the Problem Hierarchy: 
 Cell Phone Design and Mathematics 
 Chip and Printed Circuit Board Design 
 Antenna and Base Station Location

4. The Problem Hierarchy: An Overview
5. Frequency/Channel Assignment in GSM Networks
6. Locating the Nodes of a Network: The G-WIN case
7. Designing the German Science Network X-Win
8. IP Network Planning: Unsplittable Shortest Path Routing 

and Congestion Control
9. Telecommunication Network Planning
10.Summary



Martin
Grötschel

35 Network Design:  Tasks to be solved
Some Examples

 Locating the sites for antennas (TRXs) and 
base transceiver stations (BTSs)

 Assignment of frequencies/channels to antennas (GSM)

 Capacity and coverage planing (UMTS) 

 Cryptography and error correcting encoding for wireless 
communication

 Clustering BTSs

 Locating base station controllers (BSCs)

 Connecting BTSs to BSCs 
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Some Examples (continued)
 Locating Mobile Switching Centers (MSCs)

 Clustering BSCs and Connecting BSCs to MSCs

 Designing the BSC network (BSS) and the 
MSC network (NSS or core network)
 Topology of the network 

 Capacity of the links and components

 Routing of the demand

 Survivability in failure situations

Most of these problems turn out to be 
Combinatorial Optimization or 

Mixed Integer Programming Problems
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Connecting Mobiles: What´s up?

BSC

MSC

BSC

BSC

BSC

BSC

BSC

BSC

MSC

MSC
MSC

MSC

BTS
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Frequency or Channel Assignment
 The story to be told now is based on 

GSM technology
(GSM = Global System for Mobile Communications), see
http://en.wikipedia.org/wiki/GSM

 There are other mobile communication technologies such as UMTS 
(UMTS = Universal Mobile Telecommunications System),

a system that is based on CDMA technology
(CDMA = Code Division Multiple Access) where the „story“ is different,
see, e.g., http://en.wikipedia.org/wiki/Universal_Mobile_Telecommunications_System
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Antennas & Interference

xx

antenna

backbone    
network

xx

xxsite

xx

cell

co- & adjacent
channel 

interference
cell
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Interference

Level of interference depends on
 distance between transmitters 

 geographical position 

 power of the signals 

 direction in which signals are transmitted

 weather conditions

 assigned frequencies
 co-channel interference

 adjacent-channel interference
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GSM Cell Diagrams

Rural Metropolitan
Terrain Data Buildings 3D



Martin
Grötschel

43

Separation

Parts of the spectrum forbidden

at some locations:
 government regulations,

 agreements with operators in 
neighboring regions, 

 requirements military forces, etc.

Site

Blocked channels

Frequencies assigned to the same
location (site) have to be separated
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FAP:
Frequency Assignment Problem

Find an assignment of frequencies to transmitters that 
satisfies 
 all separation constraints

 all blocked channels requirements

and either
 avoids interference at all

or
 minimizes the (total/maximum) interference level
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Minimum Interference
Frequency Assignment Problem (FAP)
FAP is an Integer Linear Program:

that is very difficult to solve.
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A Glance at some Instances

Ins
tan

ce

|V| den
sity

 [%
]

minim
um

 de
gre

e

ave
rag

e d
egr

ee
maxi

mum
 de

gre
e

dia
mete

r
cliq

ue 
num

ber

k 267 56,8 2 151,0 238 3 69
B-0-E-20 1876 13,7 40 257,7 779 5 81

f 2786 4,5 3 135,0 453 12 69
h 4240 5,9 11 249,0 561 10 130

E-Plus Project
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Region Berlin - Dresden

2877 
carriers

50 channels

Interference 
reduction:

83.6%
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Region Karlsruhe

2877 
Carriers

75 channels

Interference 
Reduction:

83.9 %
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GSM 900-Optimization in Germany

1. Optimierung je Region aller 
• Standorte
• Sektoren
• Bänder

2. Zusammenführung der 
Ergebnisse aller Regionen

3. Optimierung eines Streifens 
entlang der Regionsgrenzen

4. Optimierung des 1800 MHz-
Anteils von Dualband-
Sektoren

atesio
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FAP Solvability
 Although we can find feasible solutions that are a lot better 

than what has been done in practice (in former times) we 
are far away from being able to solve the FAP integer 
program to optimality. Even provable near optimality is 
very hard to reach.
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G-WiN Data

G-WiN = Gigabit-Wissenschafts-Netz of the DFN-Verein
Internet access of all German universities 

and research institutions

 Locations to be connected:           750
 Data volume in summer 2000:      220 Terabytes/month 
 Expected data volume in 2004: 10.000 Terabytes/month

Clustering (to design a hierarchical network):
 10 nodes in Level 1a                  261 nodes eligible for
 20 nodes in Level 1b                                  Level 1
 All other nodes in Level 2
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G-WiN Problem

 Select the 10 nodes of Level 1a.
 Select the 20 nodes of Level 1b.

 Each Level 1a node has to be linked to two Level 1b nodes.
 Link every Level 2 node to one Level 1 node. 

 Design a Level 1a Network such that
Topology is survivable (2-node connected)
Edge capacities are sufficient (also in failure situations)
Shortest path routing (OSPF) leads to balanced 
capacity use (objective in network update)

 The whole network should be „stable for the future“.
 The overall cost should be as low as possible.
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Potential node locations for the 
3-Level Network of the G-WIN

Red nodes are potential
level 1 nodes

Cost:
Connection between nodes
Capacity of the nodes

Blue nodes are all 
remaining nodes
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Demand distribution

The demand scales with the 
height of each red line

Aim
Select backbone nodes and 

connect all non-backbone nodes to 
a backbone node

such that the
overall network cost is minimal

(access+backbone cost)
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G-WiN Location Problem: Data
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G-WiN Location/Clustering Problem
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Each location i must be connected to a Level 1 node

Capacity at p must be large enough

Only one configuration at each Location 1 node

All variables are 0/1.

# of Level 1a nodes
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Solution: Hierarchy & Backbone
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Solution Statistics

The DFN problem leads to ~100.000 0/1-variables.
Typical computational experience:

Optimal solution via CPLEX in a few seconds!

A very related problem at Telekom Austria has
~300.000 0/1-variables plus some continuous variables

and capacity constraints.
Computational experience (before problem specific fine tuning):

10% gap after 6 h of CPLEX computation,
60% gap after „simplification“ 
(dropping certain capacities).
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X-WIN
 G-WIN served the ~750 scientific institutions from 

2000 to 2006.

 G-WIN was reconfigured about every two months to meet 
changes in demand. Three modifications were allowed at 
each update at most.

 With new transport, hub, and switching technologies new 
design possibilities arise. We have designed the new 
German science network, called X-WIN. It is currently in 
the implementation phase with modifications coming along 
every other day.
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X-WIN

Node Bandwidths Level 1a and some 1b Nodes 
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Data and a glimpse at the model
initial model:
 1 million variables
after reduction
 ~100.000 variables
 ~100.000 constraints
solved by ZIMPL/CPLEX
in a few minutes.
 81 scenarios have been 

considered and solved –
after lots of trials – for each
choice of reasonable number 
of core nodes. 
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Number of Nodes in the Core Network



Location- and Network Topology Planing: 
solvable to optimality in practice
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IP Routing
 The slides of the section 8 of this presentation have been 

prepared by Andreas Bley when he was working at ZIB. 
(Andreas is now at TU Berlin.)

 Andreas has written several papers on this subject (just go 
to his homepage for further information). A comprehensive 
treatment with all the details can be found in his 
dissertation “Routing and Capacity Optimization for IP 
Networks “ (TU Berlin 2007) which can be downloaded 
from 

 http://opus4.kobv.de/opus4-zib/frontdoor/index/index/docId/1019
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Traffic Routing in IP Networks
 Distributed routing of traffic

 Congestion is a significant problem

 How to control congestion?



ICM 2006, Madrid

• Practice

- Internet routing = Shortest path routing

• Theory 

- (V2) worse than UFP and other routing schemes

- Hard to approximate

- Feasible routing patterns form independence system 

• Solution approaches

- Lagrangian decomposition

- MILP for end-to-end paths + LP for routing weights

Overview
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Internet: Shortest path routing
(1) Set routing weights

(Network administrator)
(2) Compute shortest paths

(Autonomously by routers)
(3) Send data packets on these paths

(Local forwarding table lookups)

Administrative routing control
 only indirectly via routing weights 
 only jointly for all paths

Variants
 Distance vector   vs. Link state
 Single path vs. Multi-path

Practice
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Unsplittable Shortest Path Routing

We are given 
• an undirected simple graph G=(V,E)
• integral edge capacities c(e)>0 for all edges e
• a set K contained in VxV, called commodities
• integral demands d(s,t) >0 for each commodity (s,t) ε K
An unsplittable shortest path routing (USPR) of the 

commodities K is a set of flow paths f(s,t), (s,t) ε K, such 
that each f(s,t) is the unique shortest (s,t)-path for 
commodity (s,t) with respect to a common integral length 
function l(e)>0.
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To have full control over routing all
shortest paths must be unique!

Unsplittable shortest path routing
(1) …
(2) Compute some shortest path

- autonomously by routers
- arbitrary tie-breaking

(3) …

Practice



ICM 2006, Madrid

Link congestion affects 
• package loss rate
• avg. package delay
• jitter
• … 

Practice

Paketverlustrate auf Link
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Link Congestion
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Traffic engineering (short-term planning):
– keep network hardware configuration fixed
– change routing weights

in order to
– minimize congestion
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Induced arc flows

Problem

Instance Digraph D=(V,A) with capacities ca>0, a ε A
Commodities K in VxV with demands  d(s,t)>0, (s,t) ε K

Solution Lengths  : A ! Z+ that define an USPR for K.

Objective min L  ,  s.t.   fa()·Lca for all a2 A

MinConUSPR: Minimum Congestion Unsplittable Shortest Path Routing

Def: Lengths  : A ! Z+ define an unsplittable shortest path routing
if there is a unique shortest (s,t)-path     () for each (s,t) ε K.*

ts,P
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• Practice

- Internet = Shortest path routing

• Theory 

- (V2) worse than UFP and other routing schemes

- Hard to approximate

- Feasible routing patterns form independence system 

• Solution approaches

- Lagrangian decomposition

- MILP for end-to-end paths + LP for routing weights

Overview



ICM 2006, Madrid

Trivial
• (weakly) NP-hard even if D is a bidirected ring                        (Partition)
• Inapproximable within 2- (Disjoint Paths)

Currently best known
• Inapproximable within (|V|1-)                                                   [B05]

• Approximable within 

Related
• Shortest multi-path version inapproximable within 3/2- [FortzThorup00]

• (|V|2) worse than unsplittable flow or shortest multi-path [B05]

• Same complexity with or without dmax· cmin [B05]

Complexity

min{|A|,|V|} General
3 Bidirected ring
2 Undirected cycle
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Multicommodity flow
Fractional flow for each  
All commodities independent.

Unsplittable flow
Single path for each       
All commodities independent.

Unsplittable shortest path routing
Unique shortest path for each 
Interdependencies among all 

Shortest Multi-Path routing
All shortest paths for each 
Interdependencies among

Related Routings
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Multicommodity flow
Fractional flow for each  
All commodities independent.

Unsplittable flow
Single path for each       
All commodities independent.

Unsplittable shortest path routing
Unique shortest path for each 
Interdependencies among all 

Shortest Multi-Path routing
All shortest paths for each 
Interdependencies among

Obs: (1) LUSPR¸(V2) { LMCF, LUFP, LECMP } where L := min maxa fa/ca 

(2) no-bottleneck constraint is irrelevant

Related Routings
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• Practice

- Internet = Shortest path routing

• Theory 

- (V2) worse than UFP and other routing schemes

- Hard to approximate

• Solution approaches

- Lagrangian decomposition

- MILP for end-to-end paths + LP for routing weights

(feasible routing patterns form independence system)

Overview
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Flow-based optimization approaches

Optimize end-to-end flows        Find compatible weights

• Integer linear programming [BleyKoch02, HolmbergYuan01, Prytz02, ...]

Weight-based optimization approaches

Modify lengths        Evaluate effects on routing

• Local Search, Genetic Algorithms, ...
[BleyGrötschelWessäly98, FaragoSzentesiSzvitatovszki98, FortzThorup00, 

EricssonResendePardalos01, BuriolResendeRibeiroThorup03, ...]

• Lagrangian Approaches [LinWang93, Bley03, ...]

Structure of path sets of (undirected) USPR
[BenAmeurGourdin00,BrostroemHolmberg05,Farago+98]

Previous Work
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Weight-based optimization approaches

Modify lengths        Evaluate effects on routing

• Local Search, Genetic Algorithms, ...
[BleyGrötschelWessäly98, FaragoSzentesiSzvitatovszki98, FortzThorup00, 

EricssonResendePardalos01, BuriolResendeRibeiroThorup03, ...]

• Lagrangian Approaches [LinWang93, Bley03, ...]

Flow-based optimization approaches

Optimize end-to-end flows        Find compatible weights

• Integer linear programming [BleyKoch02, HolmbergYuan01, Prytz02, ...]

Structure of path sets of (undirected) USPR
[BenAmeurGourdin00,BrostroemHolmberg05,Farago+98]

Previous Work
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Relax capacity constraints
Penalize capacity violation 

s.t.

Dual variables = penalty costs

Lagrange
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s.t.

Best penalties provide lower bound

Lagrange
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Congestion subproblem

• Trivial  
• Remark: Min cost network design without 

routing for network design problem 

- Trivial: L = 0 or L = Lmax

Routing Problem

• all pairs shortest path problem
• optimal solution
• uniqueness by perturbation

- Dijkstra variant 
- uniqueness by using link numbering as tie-breaker
- weights in [0,...,65535] in postprocessing

Lagrange
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Dual maximization problem

• convex optimization problem
• solvable by subgradient algorithms:

descent methods, 
cutting plane methods, 
bundle methods, …

- ConicBundle algorithm [Helmberg]

- independent bundles for        and

- large bundle size (2|E|) to have small # evaluations

Lagrange
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Heuristics are easy to integrate
• interpretation of duals as routing weights
• call heuristic after dual descent steps

- Heuristic 1 (Min con or network design with few topology restrictions)
1. shortest paths and flows for by 
2. min cost hardware installation sufficient for 

- Heuristic 2 (network design with tight topology restrictions)
1. min cost feasible hardware installation by 
2. shortest paths and flows for               on restricted 

network
3. min cost hardware installation sufficient for 

Lagrange
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Problem V E K LB UB Gap(%) Gap MIP (%) Time (sec)
B-WiN 10 16 90 78 160 105.0 0.0 110
G-WiN uni 11 20 110 508 511 0.6 0.0 3
X-WiN 42 63 250 269 342 27.2 25.7 55
Atlanta 15 22 210 920 957 4.0 0.0 23
DiYuan 11 42 22 1000 1000 0.0 0.0 3
PDH  11 34 24 867 956 10.3 0.0 3
TA1 24 55 391 430 530 23.3 12.5 7
Nobel-EU uni 28 41 378 632 675 6.8 6.8 14
Nobel-US uni 14 21 91 46 52 10.8 0.0 261
Nobel-GER 17 26 121 631 762 20.8 0.0 32
Nobel-GER uni 17 28 121 354 458 29.4 14.5 8
Polska 12 17 66 937 1254 33.8 26.9 10
Polska uni 12 18 66 700 767 9.6 9.6 2
France 25 45 300 822   960 16.8 16.8 40
France uni 25 45 300 528 734 39.0 14.2 15
Norway 27 47 702 352 464 31.8 31.8 19
Norway uni 27 51 702 273 324 18.7 18.7 31
Newyork 16 46 240 141 147 4.3 2.1 7
Newyork uni 16 49 240 45 64 45.5 14.5 16

Symmetric routing, Values: 1000 * maximum congestion
Gap = Lagrange solution / Lagrange bound
Gap MIP = Lagrange solution / MIP bound
Primal: After each dual step try current duals for 5 random perturbations
Original instances available at sndlib.zib.de, MinConUSPR versions at cmw.zib.de

Results Lagrange
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Example: real-world two-layer network design problem (G-WiN)
757 nodes, 6.407 links, 122.180 non-zero demands

0.3% proven optimality gap in <30 minutes on P4 1.7GHz

Lagrangian Approach: simple & robust & fast

Results Lagrange
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Weight-based optimization approaches

Modify lengths        Evaluate effects on routing

• Local Search, Genetic Algorithms, ...
[BleyGrötschelWessäly98, FaragoSzentesiSzvitatovszki98, FortzThorup00, 

EricssonResendePardalos01, BuriolResendeRibeiroThorup03, ...]

• Lagrangian Approaches [LinWang93, Bley03, ...]

Structure of path sets of (undirected) USPR
[BenAmeurGourdin00,BrostroemHolmberg05,Farago+98]

Flow-based optimization approaches

Optimize end-to-end flows        Find compatible weights

• Integer linear programming [BleyKoch02, HolmbergYuan01, Prytz02, ...]

Approaches
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Inverse Unique Shortest Path Problem 

Given: Directed graph                      and path set

Task: Find weights such that each (s,t)-path             is the 
unique shortest (s,t)-path with respect to    (or prove non-exist.).

IUSP is equivalent to solving linear system [BenAmeurGourdin00,…]:

Inequalities (1) polynomially separable via 2-shortest path algorithm.

Thm:
(1) IUSP is polynomially solvable.

(2) Above LP feasible ) a are compatible weights for Q.
Above LP infeasible ) dual Farkas ray / IIS of rows yields 

irreducible non-unique shorest path system

Inverse USP
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Inverse Unique Shortest Path Problem 

Given: Directed graph                      and path set

Task: Find weights such that each (s,t)-path             is the 
unique shortest (s,t)-path with respect to    (or prove non-exist.).

IUSP is equivalent to solving linear system [BenAmeurGourdin00,…]:

Inequalities (1) polynomially separable via 2-shortest path algorithm.

Remark: Only small integer lengths admissible in practice.

Thm [B‘04]: Finding min integer  is APX-hard.

Thm [BenAmeurGourdin00]: min integer  is approximable within a factor of 
min( |V|/2, maxP2 Q|P| ).

Inverse USP
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Flow-based optimization approaches

Optimize end-to-end flows Find compatible weights

• Integer linear programming [BleyKoch02, HolmbergYuan01, Prytz02, ...]

Weight-based optimization approaches

Modify lengths        Evaluate effects on routing

• Local Search, Genetic Algorithms, ...
[BleyGrötschelWessäly98, FaragoSzentesiSzvitatovszki98, FortzThorup00, 

EricssonResendePardalos01, BuriolResendeRibeiroThorup03, ...]

• Lagrangian Approaches [LinWang93, Bley03, ...]

Structure of path sets of (undirected) USPR
[BenAmeurGourdin00,BrostroemHolmberg05,Farago+98]

Approaches
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Question: What are these USPR inequalities?

Idea
(1) Use your favorite UFP formulation
(2) Add inequalities characterizing USPRs

MILP Approach
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) Independence system polytope yields complete 
characterization of all valid USPRs.

Valid and sufficient inequalities for USPR:

(rank inequalities for          )

MILP Model
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• Computing the rank of an arbitrary path set is NP-hard.
• Separation of rank inequalities is NP-hard (even for only irreducible non-SPS).

Thm [B’04]: Min cardinality and min weight non-SPS are NP-hard to 
approximate within

Bad news:

Separation of rank inequalities min weight (irreducible) non-SPS

Given a path set           , we can find some irreducible non-SPS               
in polynomial time.

Good news:

We can cut-off of infeasible integer 
routings in polynomial time.

Separation
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• Variables
Path or Arc-flow variables
Congestion

• Constraints
Capacity constraints
Flow conservation and integrality 
Shortest path routing (easy)
Shortest path routing (hard) Find compatible weights

Linear programming
(+rounding)

MILP model

Opt end-to-end routing
• Cutting plane algorithm
• Branch & Cut (& Price)
• Heuristics 

Algorithms

Rank-Cuts

Remarks:
- Pricing of path variables is NP-hard.
- Indepence system characterization of USPR arc-flows analogously.

MILP Approach
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Problem V E K Initial LP LB UB Gap(%) Time (sec) BB-Nodes 
B-WiN 10 16 90 79 160 160 0.0 14 540
G-WiN uni 11 20 110 508 510 510 0.0 6 110
X-WiN 42 63 250 269 269 272 1.4 3600 962
Atlanta 15 22 210 920 957 957 0.0 62  56
DiYuan 11 42 22 1000 1000 1000 0.0 0 1
PDH  11 34 24 867 956 956 0.0 0 4
TA1 24 55 391 447 530 530 0.0 13   6
Nobel-EU uni 28 41 378 632 632 633 0.2 3600 436
Nodel-US 14 21 91 922 922 925 0.4 3600 6894
Nobel-GER 17 26 121 631 733 733 0.0 160 26
Nobel-GER uni 17 28 121 354 400 400 0.0 313 80
Polska 12 17 66 938 988 988 0.0 35 74
Polska uni 12 18 66 701 707 707 0.0 211 691
France 25 45 300 822 960 960 16.8 3600 43
France uni 25 45 300 529 643 669 4.0 3600 38
Norway 27 47 702 352 352 436 23.8 3600 192
Norway uni 27 51 702 273 273 318 16.4 3600 126
Newyork 16 46 240 141 144 144 0.0 9 14
Newyork uni 16 49 240 45 56 62 10.9 3600 79

Values: 1000 * maximum congestion, Arc-flow formulation
Original instances available at sndlib.zib.de, MinConUSPR versions at cmw.zib.de

Results MILP
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Little efford & big QoS improvement in practice 

by optimizing routing weights!
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Optimized weights: Lmax = 17%
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Weights = geographic link lengths

Weights = unit lengths

Default settings: Lmax> 38%

Packet loss rate / Congestion

High congestion = poor QoS               

Relevance
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Unsplittable shortest path routing
- very complex from routing planning perspective

Lagrangian approach

- simple, fast, good scaling properties

- reasonably good bounds and solutions

- easy in include further side constraints 

(hop/delay-limits, hardware reuse, reconfiguration restrictions,…)

MILP appraoch

- often better solutions than Lagrange or heuristics 

- best known lower bounds, often even optimality

- bad scalability

- works only for unsplittable shortest path routing

- difficult to implement efficiently

Conclusions
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Contents
1. What is Network Design?
2. Telecommunication: The General Problem
3. Some Problems in the Problem Hierarchy: 
 Cell Phone Design and Mathematics 
 Chip and Printed Circuit Board Design 
 Antenna and Base Station Location

4. The Problem Hierarchy: An Overview
5. Frequency/Channel Assignment in GSM Networks
6. Locating the Nodes of a Network: The G-WIN case
7. Designing the German Science Network X-Win
8. IP Network Planning: Unsplittable Shortest Path Routing 

and Congestion Control
9. Telecommunication Network Planning
10.Summary
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Network Optimization

Networks

Capacities Requirements

Cost
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What needs to be planned?
Topology (telecom jargon for graph = routing network)

Capacities 
Routing
Failure Handling (Survivability)

 IP Routing
Node Equipment Planning
Optimizing Optical Links and Switches

DISCNET: A Network Planning Tool
(Dimensioning Survivable Capacitated NETworks)

atesio ZIB Spin-Off
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The Network Design Problem

200

65

258

134

30

42Düsseldorf

Frankfurt

Berlin

Hamburg

München

Communication Demands

Düsseldorf

Frankfurt

Berlin

Hamburg

München
Potential topology 

&
Capacities
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Capacities

PDH

2     Mbit/s

34   Mbit/s

140 Mbit/s

SDH

155 Mbit/s

622 Mbit/s

2,4  Gbit/s

... WDM (n x STM-N)

Two capacity models : Discrete Finite Capacities
Divisible Capacities

(P)SDH=(poly)synchronous digital hierarchy

WDM=Wavelength Division Multiplexer
STM-N=Synchronous Transport Modul with N STM-1 Frames
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Survivability
 What does this mean?

 Does anyone care?

 How much?
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USA 1987-1988
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USA 1987-1988
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Special Report by IEEE Spectrum
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Special 
Report

IEEE 
Spectrum

June
1988
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Berlin 1994 & Köln 1994
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High-Tech
Terrorism 1995
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Berlin 1997 & Wien
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Austria
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Survivability
A first attempt:

 A network is survivable if the underlying graph is k-node or 
k-edge connected for some integer k>0.

A second attempt:

 For each pair of nodes (s,t) let k(s,t)>0 be the number of 
disjoint paths required. A network is survivable if it 
contains for each pair (s,t) at least k(s,t) node or edge 
disjoint paths.
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Reduction
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LATA DL: optimum solution
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The Ship Problem: higher connectivity
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The Ship Problem: higher connectivity
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Survivability
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Model: Capacities

Capacity variables :  e  E, t = 1, ..., Te

{0,1}t
ex 

Cost function : 

1

min
eT

t t
e e

e E t
k x

 


Capacity constraints : e  E
0 11 0eT
e e ex x x    

0

eT
t t

e e e
t

y c x


 



Martin
Grötschel

129

Model: Routings

Path variables :  

Capacity constraints :  

Demand constraints :  

, , s
s uvs S uv D P   

( ) 0s
uvf P 

0

0

:

( )
uv

e uv
uv D P e P

y f P
  

  
e E

0

0 ( )
uv

uv uv
P

d f P


 
uv D

Path length restriction
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Model: Survivability (one example)

Path restoration „reroute affected demands“

H B

D

F

M

120

60

60

H B
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for all sS, uvDs

for all sS, eEs
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Mathematical Model

 topology decisison

 capacity decisions

 normal operation routing

 component failure routing

s
uvs PDuvSs  ,,0)( Pf s

uv
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:

0

0

Pfy
Duv PeP

uve
uv

 
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 Ee
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)(0

uvP
uvuv Pfd Duv
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

1
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e E t
k x

, 1, , ee E t T  
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Flow chart

No

Yes

Separation
algorithms

Optimal
solution

Initialize
LP-relaxation

Run
heuristics

Solve
LP-relaxation

Separation
algorithms

Augment
LP-relaxation

Solve feasibility
problem

Inequalities?

x variables
integer?

Yes

No

Feasible
routings?

Yes

No

Polyhedral combinatorics
Valid inequalities (facets)
Separation algorithms
Heuristics
Feasibility of a capacity vector

LP-based approach:
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Finding a Feasible Solution?
Heuristics

 Local search

 Simulated Annealing

 Genetic algorithms

 ...

Nodes Edges Demands Routing-Paths

15 46 78 > 150 x 10e6

36 107 79 > 500 x 10e9

36 123 123 >     2 x 10e12

Manipulation of
– Routings
– Topology
– Capacities

Problem Sizes
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How much to save?

Real scenario
• 163 nodes
• 227 edges
• 561 demands

34% potential savings!
==

> hundred million dollars

PhD Thesis: 
http://www.zib.de/wessaely

wessaely@atesio.de
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Summary

Telecommunication Problems such as

 Frequency assignment
 Locating the nodes of a network optimally
 IP Routing to minimize congestion
 Planning IP networks
 Integrated topology, capacity, and routing optimization 

as well as  survivability planning

 Balancing the poad of signaling transfer points
 Optical network design
 and many others

can be succesfully attacked with optimization techniques.
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Summary
The mathematical programming approach

 Helps understanding the problems arising
 Makes much faster and more reliable planning possible
 Allows considering variations and scenario analysis
 Allows the comparison of different technologies
 Yields feasible solutions
 Produces much cheaper solutions than traditional 

planning techniques
 Helps evaluating the quality of a network.

There is still a lot to be done, e.g., 
for the really important problems, 
optimal solutions are way out of reach!
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The Mathematical Challenges
 Finding the right ballance between 

flexibility and controlability of future networks

 Controlling such a flexible network

 Handling the huge complexity

 Integrating new services easily

 Guaranteeing quality

 Finding appropriate Mathematical Models

 Finding appropriate solution techniques (exact, approximate , 
interactive, quality guaranteed)
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Pure MathematicsComputer Science

Mathematical 
Model
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Algorithmic
Implementation

Numerical
Solution

Quick Check:
Heuristics
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Practitioner
SpecialistModelling

Simulation

Optimization

Education

The Problem Solving Cycle in Modern Applied Mathematics

The Application Driven Approach

Simulation

Implementation in Practice
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Advertisement 
 Modern telecommunication is impossible without mathematics. 

Cryptography, digital signal encoding, queue management come to 
your mind immediately. 

 But modern mathematics also supports the innovative design and 
the cost-efficient production of devices and equipment. Mathematics 
plans low-cost, high-capacity, survivable networks and optimizes 
their operation. 

 Briefly: no efficient use of scarce resources without mathematics –
not only in telecommunication. 

 Many of these achievements are results of recent research. Their 
employment in practice is fostered by significant improvements in 
computing technology. 
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