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Preface

The “heart” of a railway system is the timetable. Each railway operator has to decide on the timetable to offer and on the rolling stock to operate the trips of the trains. For the railway infrastructure manager the picture is slightly different – trains have to be allocated to railway tracks and times, called slots such that all passenger and freight transport operators are satisfied and all train movements can be carried out safely. This problem is called the track allocation problem. My thesis deals with integer programming models and algorithmic solution methods for the track allocation problem in real world railway systems.

My work on this topic has been initiated and motivated by the interdisciplinary research project “railway slot allocation” or in German “Trassenbörse”. This project investigated the question whether a competitive marketing of a railway infrastructure can be achieved using an auction-based allocation of railway slots. The idea is that competing train operating companies (TOCs) can bid for any imaginable use of the infrastructure. Possible conflicts will be resolved in favor of the party with the higher willingness to pay, which leads directly to the question of finding revenue maximal track allocations. Moreover a fair and transparent mechanism “cries” out for exact optimization approaches, because otherwise the resulting allocation is hardly acceptable and applicable in practice. This leads to challenging questions in economics, railway engineering, and mathematical optimization. In particular, developing models that build a bridge between the abstract world of mathematics and the technical world of railway operations was an exciting task.

I worked on the “Trassenbörse” project with partners from different areas, namely, on economic problems with the Workgroup for Economic and Infrastructure Policy (WIP) at the Technical University of Berlin (TU Berlin), on railway aspects with the Chair of Track and Railway Operations (SFWBB) at TU Berlin, the Institute of Transport, Railway Construction and Operation (IVE) at the Leibniz Universität Hannover, and the Management Consultants Ilgmann Miethner Partner (IMP).

\footnote{This project was funded by the Federal Ministry of Education and Research (BMBF), Grant number 19M2019 and the Federal Ministry of Economics and Technology (BMWi), Grant number 19M4031A and Grant number 19M7015B.}
This thesis is written from the common perspective of all persons I worked closely with, especially the project heads Ralf Borndörfer and Martin Grötschel, project partners Gottfried Ilgmann and Klemens Polatschek, and the ZIB colleagues Berkan Erol, Elmar Swarat, and Steffen Weider.

The highlight of the project was a cooperation with the Schweizerische Bundesbahnen (SBB) on optimizing the cargo traffic through the Simplon tunnel, one of the major transit routes in the Alps. This real world application was challenging in many ways. It provides the opportunity to verify the usefulness of our methods and algorithms by computing high quality solutions in a fully automatic way.


▷ Borndörfer et al. (2006) [34],
▷ Borndörfer et al. (2005) [33],
▷ Borndörfer & Schlechte (2007) [31],
▷ Borndörfer & Schlechte (2007) [30],
▷ Erol et al. (2008) [85],
▷ Schlechte & Borndörfer (2008) [188],
▷ Borndörfer, Mura & Schlechte (2009) [40],
▷ Borndörfer, Erol & Schlechte (2009) [38],
▷ Schlechte & Tanner (2010) [189]3,
▷ Borndörfer, Schlechte & Weider (2010) [43],
▷ Schlechte et al. (2011) [190],1
▷ and Borndörfer et al. (2010) [42]2.

1 accepted by Journal of Rail Transport Planning & Management.
2 accepted by Annals of Operations Research.
3 submitted to Research in Transportation Economics.
Research Goals and Contributions

The goal of the thesis is to solve real world track allocation problems by exact integer programming methods. In order to establish a fair and transparent railway slot allocation, exact optimization approaches are required, as well as accurate and reliable railway models. Integer programming based methods can provide excellent guarantees in practice. We successfully identified and tackled several tasks to achieve these ambitious goals:

1. applying a novel modeling approach to the track allocation problem called “configuration” models and providing a mathematical analysis of the associated polyhedron,

2. developing a sophisticated integer programming approach called “rapid branching” that highly utilizes the column generation technique and the bundle method to tackle large scale track allocation instances,

3. developing a Micro-Macro Transformation, i.e., a bottom-up aggregation, approach to railway models of different scale to produce a reliable macroscopic problem formulation of the track allocation problem,

4. providing a study comparing the proposed methodology to former approaches, and,

5. carrying out a comprehensive real world data study for the Simplon corridor in Switzerland of the “entire” optimal railway track allocation framework.

In addition, we present extensions to incorporate aspects of robustness and we provide an integration and empirical analysis of railway slot allocation in an auction based framework.

Thesis Structure

A rough outline of the thesis is shown in Figure 1. It follows the “solution cycle of applied mathematics”. In a first step the real world problem is analyzed, then the track allocation problem is translated into a suitable mathematical model, then a method to solve the models
in an efficient way is developed, followed by applying the developed methodology in practice to evaluate its performance. Finally, the loop is closed by re-translating the results back to the real world application and analyze them together with experts and practitioners.

Main concepts on planning problems in railway transportation are presented in Chapter I. Railway modeling and infrastructure capacity is the main topic of Chapter II. Chapter III focuses on the mathematical modeling and the solution of the track allocation problem. Finally, Chapter IV presents results for real world data as well as for ambitious hypothetical auctioning instances.
Figure 1: Structure of the thesis.
Abstract

This thesis is about mathematical optimization for the efficient use of railway infrastructure. We address the optimal allocation of the available railway track capacity – the track allocation problem. This track allocation problem is a major challenge for a railway company, independent of whether a free market, a private monopoly, or a public monopoly is given. Planning and operating railway transportation systems is extremely hard due to the combinatorial complexity of the underlying discrete optimization problems, the technical intricacies, and the immense sizes of the problem instances. Mathematical models and optimization techniques can result in huge gains for both railway customers and operators, e.g., in terms of cost reductions or service quality improvements. We tackle this challenge by developing novel mathematical models and associated innovative algorithmic solution methods for large scale instances. This allows us to produce for the first time reliable solutions for a real world instance, i.e., the Simplon corridor in Switzerland.

The opening chapter gives a comprehensive overview on railway planning problems. This provides insights into the regulatory and technical framework, it discusses the interaction of several planning steps, and identifies optimization potentials in railway transportation. The remainder of the thesis is comprised of two major parts.

The first part (Chapter II) is concerned with modeling railway systems to allow for resource and capacity analysis. Railway capacity has basically two dimensions, a space dimension which are the physical infrastructure elements as well as a time dimension that refers to the train movements, i.e., occupation or blocking times, on the physical infrastructure. Railway safety systems operate on the same principle all over the world. A train has to reserve infrastructure blocks for some time to pass through. Two trains reserving the same block of the infrastructure within the same point in time is called block conflict. Therefore, models for railway capacity involve the definition and calculation of reasonable running and associated reservation and blocking times to allow for a conflict free allocation.

There are microscopic models that describe the railway system extremely detailed and thorough. Microscopic models have the advantage
that the calculation of the running times and the energy consumption of the trains is very accurate. A major strength of microscopic models is that almost all technical details and local peculiarities are adjustable and are taken into account. We describe the railway system on a microscopic scale that covers the behavior of trains and the safety system completely and correctly. Those models of the railway infrastructure are already very large even for very small parts of the network. The reason is that all signals, incline changes, and switches around a railway station have to be modeled to allow for precise running time calculations of trains. In general microscopic models are used in simulation tools which are nowadays present at almost all railway companies all over the world. The most important field of application is to validate a single timetable and to decide whether a timetable is operable and realizable in practice. However, microscopic models are inappropriate for mathematical optimization because of the size and the high level of detail. Hence, most optimization approaches consider simplified, so called macroscopic, models. The challenging part is to construct a reliable macroscopic model for the associated microscopic model and to facilitate the transition between both models of different scale.

In order to allocate railway capacity significant parts of the microscopic model can be transformed into aggregated resource consumption in space and time. We develop a general macroscopic representation of railway systems which is based on minimal headway times for entering tracks of train routes and which is able to cope with all relevant railway safety systems. We introduce a novel bottom-up approach to generate a macroscopic model by an automatic aggregation of simulation data produced by any microscopic model. The transformation aggregates and shrinks the infrastructure network to a smaller representation, i.e., it conserves all resource and capacity aspects of the results of the microscopic simulation by conservative rounding of all times. The main advantage of our approach is that we can guarantee that our macroscopic results, i.e., train routes, are feasible after re-transformation for the original microscopic model. Because of the conservative rounding macroscopic models tend to underestimate the capacity. We can control the accuracy of our macroscopic model by changing the used time discretization. Finally, we provide a priori error estimations of our transformation algorithm, i.e., in terms of exceeding of running and headway times.

In the second and main part (Chapter III) of the thesis, the optimal track allocation problem for macroscopic models of the railway sys-
tem is considered. The literature for related problems is surveyed. A
graph-theoretic model for the track allocation problem is developed. In
that model optimal track allocations correspond to conflict-free paths
in special time-expanded graphs. Furthermore, we made considerable
progress on solving track allocation problems by two main features – a
novel modeling approach for the macroscopic track allocation problem
and algorithmic improvements based on the utilization of the bundle
method.

More specifically, we study four types of integer programming model
formulations for the track allocation problem: two standard formula-
tions that model resource or block conflicts in terms of packing con-
straints, and two novel coupling or “configuration” formulations. In
both cases variants with either arc variables or with path variables will
be presented. The key idea of the new formulation is to use additional
“configuration” variables that are appropriately coupled with the stan-
dard “train” flow variables to ensure feasibility. We show that these
models are a so called “extended” formulations of the standard packing
models.

The success of an integer programming approach usually depends on
the strength of the linear programming (LP) relaxation. Hence, we
analyze the LP relaxations of our model formulations. We show, that
in case of block conflicts, the packing constraints in the standard for-
mulation stem from cliques of an interval graph and can therefore be
separated in polynomial time. It follows that the LP relaxation of
a strong version of this model, including all clique inequalities from
block conflicts, can be solved in polynomial time. We prove that the
LP relaxation of the extended formulation for which the number of
variables can be exponential, can also be solved in polynomial time,
and that it produces the same LP bound. Furthermore, we prove that
certain constraints of the extended model are facets of the polytope
associated with the integer programing formulation. To incorporate
robustness aspects and further combinatorial requirements we present
suitable extensions of our coupling models.

The path variant of the coupling model provides a strong LP bound,
is amenable to standard column generation techniques, and therefore
suited for large-scale computation. Furthermore, we present a sophis-
ticated solution approach that is able to compute high-quality integer
solutions for large-scale railway track allocation problems in practice.
Our algorithm is a further development of the rapid branching method
introduced in Borndörfer, Löbel & Weider (2008) [37] (see also the thesis Weider (2007) [213]) for integrated vehicle and duty scheduling in public transport. The method solves a Lagrangean relaxation of the track allocation problem as a basis for a branch-and-generate procedure that is guided by approximate LP solutions computed by the bundle method. This successful second application in public transportation provides evidence that the rapid branching heuristic guided by the bundle method is a general heuristic method for large-scale path packing and covering problems. All models and algorithms are implemented in a software module $\text{TS-OPT}$.

Finally, we go back to practice and present in the last chapter several case studies using the tools $\text{NETCAST}$ and $\text{TS-OPT}$. We provide a computational comparison of our new models and standard packing models used in the literature. Our computational experience indicates that our approach, i.e., “configuration models”, outperforms other models. Moreover, the rapid branching heuristic and the bundle method enable us to produce high quality solutions for very large scale instances, which has not been possible before. In addition, we present results for a theoretical and rather visionary auction framework for track allocation. We discuss several auction design questions and analyze experiments of various auction simulations.

The highlights are results for the Simplon corridor in Switzerland. We optimized the train traffic through this tunnel using our models and software tools. To the best knowledge of the author and confirmed by several railway practitioners this was the first time that fully automatically produced track allocations on a macroscopic scale fulfill the requirements of the originating microscopic model, withstand the evaluation in the microscopic simulation tool $\text{OpenTrack}$, and exploit the infrastructure capacity. This documents the success of our approach in practice and the usefulness and applicability of mathematical optimization to railway track allocation.


Der erste Teil (Kapitel II) beschäftigt sich mit der Modellierung des Schienenbahnsystems unter Berücksichtigung von Kapazität und Ressourcen. Kapazität im Schienenverkehr hat grundsätzlich zwei Dimensionen, eine räumliche, welche der physischen Infrastruktur entspricht, und eine zeitliche, die sich auf die Zugbewegungen innerhalb dieser bezieht, d.h. die Belegungs- und Blockierungszeiten. Sicherungssysteme im Schienenverkehr beruhen überall auf der Welt auf demselben Prinzip. Ein Zug muss Blöcke der Infrastruktur für die Durchfahrt reservieren. Das gleichzeitige Belegen eines Blockes durch zwei Züge wird Blockkonflikt genannt. Um eine konfliktfreie Belegung zu erreichen, beinhalten Modelle zur Kapazität im Schienenverkehr daher die Definition
und Berechnung von angemessenen Fahrzeiten und dementsprechenden Reservierungs- oder Blockierungszeiten.


Zur Belegung von Kapazität im Bahnsystem können signifikante Teile der mikroskopischen Infrastruktur zu einem aggregierten Ressourcenverbrauch in Raum und Zeit transformiert werden. Wir entwickeln eine allgemeine makroskopischen Darstellung des Schienensystems, die auf minimalen Zugfolgezeiten für das Einbrechen von Zügen auf Gleisabschnitten basiert und welche damit in der Lage ist, alle relevante Sicherungssysteme im Schienenverkehr zu bewältigen. Wir führen einen neuartigen "Bottom-up"-Ansatz ein, um ein makroskopisches Modell durch eine automatische Aggregation von Simulationsdaten eines mikroskopischen Modells zu generieren. Diese Transformation aggregiert und schrumpft das Infrastrukturretzu auf eine kleinere Darstellung, wobei alle Ressourcen- und Kapazitätsaspekte durch konservatives Runden aller Zeiten erhalten bleiben. Der Hauptvorteil unseres Ansatzes
ist, dass wir garantieren können, dass unsere makroskopischen Resultate, d.h. die Trassen der Züge, nach der Rücktransformation auch im mikroskopischen Modell zulässig sind. Durch das konservative Runden tendieren makroskopische Modelle die Kapazität zu unterschätzen. Die Genauigkeit des makroskopischen Modells können wir durch die gewählte Zeitdiskretisierung steuern. Schließlich liefern wir eine a priori Fehlerabschätzung unseres Transformationsalgorithmus, d.h. in der Beurteilung der Überschreitungen der Fahr- und Mindestzugfolgezeiten.


Der Erfolg eines ganzzahligen Programmierungsansatzes hängt üblicherweise von der Stärke der LP Relaxierung ab. Infolgedessen analysieren wir die LP Relaxierungen unserer Modellformulierungen. Wir zeigen, dass sich im Falle von Blockkonflikten die Packungsbedingungen der Standardformulierung aus den Cliquen eines Intervallgraphen ergeben und diese sich deswegen in polynomieller Zeit bestimmen lassen. Wir beweisen, dass die LP Relaxierung der "extended formulation" bei der


Den Höhepunkt bilden Resultate für Praxisszenarios zum Simplon Korridor in der Schweiz. Nach bestem Wissen des Autors und bestätigt durch zahlreiche Eisenbahnpraktiker ist dies das erste Mal, dass auf ei-
ner makroskopischen Ebene automatisch erstellte Trassenallokationen die Bedingungen des ursprünglichen mikroskopischen Modells erfüllen und der Evaluierung innerhalb des mikroskopischen Simulationstools OpenTrack standhalten. Das dokumentiert den Erfolg unseres Ansatzes und den Nutzen und die Anwendbarkeit mathematischer Optimierung zur Allokation von Trassen im Schienenverkehr.
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Chapter I

Planning in Railway Transportation

The purpose of our work is to develop mathematical optimization models and solution methods to increase the efficiency of future railway transportation systems. The reasons for this is manifold; liberalization, cost pressure, environmental and energy considerations, and the expected increase of the transportation demand are all important factors to consider. Every day, millions of people are transported by trains in Germany. Public transport in general is a major factor for the productivity of entire regions and decides on the quality of life of people.

Figure 1 shows the expected development of freight transportation in Germany from 2003 to 2015 as estimated by the Deutsche Bahn AG (DB AG). This estimate was the basis of the last German Federal Transport Infrastructure Plan 2003 (Bundesverkehrswegeplan 2003), see Federal Transport Infrastructure Planning Project Group (2003) [87]. It is a framework investment plan and a planning instrument that follows the guiding principle of “development of Eastern Germany and upgrading in Western Germany”. The total funding available for road, rail and waterway construction for the period from 2001 to 2015 is around 150 billion euros.

The railway industry has to solve challenging tasks to guarantee or even increase their quality of service and their efficiency. Besides the need to implement adequate technologies (information, control, and booking systems) and latest technology of equipment and resources (trains, railway infrastructure elements), developing mathematical support systems to tackle decision, planning, and in particular optimization problems will be of major importance.
In Section 1 we will give a comprehensive introduction on the political environment and organizational structures because both directly affect the planning and operation of railway transport. In addition, we will refurbish an early publication from Charnes & Miller (1956) [67] that demonstrates prominently that railway transport is one of the initial application areas for mathematics in particular for discrete and linear optimization.

Only recently railway success stories of optimization models are reported from Liebchen (2008) [149], Kroon et al. (2009) [140], and Caimi (2009) [57] in the area of periodic timetabling by using enhanced integer programming techniques. This thesis focuses on a related planning problem – the track allocation problem. Thus, Section 2 gives a general overview of an idealized planning process in railway transportation. We will further describe several other planning problems shortly including line planning in Section 5 and crew scheduling in Section 8 in more detail. Mathematical models and state of the art solution approaches will be discussed, as well as the differences to and similarities with equivalent planning tasks of other public transportation systems. Moreover, in Section 6 we will depict the requirements and the process of railway capacity allocation in Europe to motivate and establish a general formulation for the track allocation problem.

We will show how to establish a general framework that is able to handle almost all technical details and the gigantic size of the railway
infrastructure network by a novel aggregation approach. Therefore, and to build a bridge to railway engineering, we explain the most important microscopic technical details in Chapter II. Furthermore, we introduce a general standard for macroscopic railway models which is publicly available TTPlib [208] and develop a multi-scale approach that automatically transforms microscopic railway models from real world data to general macroscopic models with certain error estimations.

Nevertheless, the resulting macroscopic track allocation problems are still very large and complex mathematical problems. From a complexity point of view track allocation problems belongs to the class of NP-hard problems. In order to produce high quality solutions in reasonable time for real world instances, we develop a strong novel model formulation and adapt a sophisticated solution approach. We believe that this modeling technique can be also very successful for other problems – in particular if the problem is an integration of several combinatorial problems which are coupled by several constraints. Chapter III will introduce and analyze this novel model formulation called "configuration" model in case of the track allocation problem. Furthermore, we will generalize and adapt the rapid branching heuristic of Weider (2007) [213]. We will see that we could significantly speed up our column generation approach by utilizing the bundle method to solve the Lagrangean relaxation instead of using standard solvers for the LP relaxations.

Finally, to verify our contributions on modeling and solving track allocation problems in Chapter IV, we implemented several software tools that are needed to establish a track allocation framework:

▷ a transformation module that automatically analyses and simplifies data from microscopic simulation tools and provides reliable macroscopic railway models (NETCAST),
▷ an optimization module that produces high quality solutions (together with guaranteed optimality gaps) for real world track allocation problems in reasonable time (TS-OPT),
▷ and a 3d-visualization module to illustrate the track allocation problem, to discuss the solutions with practitioners, and to automatically provide macroscopic statistics (TRAVis).
1 Introduction

Railway systems can be categorized as either public or private. Private railway systems are owned by private companies and are with a few exceptions exclusively planned, built, and operated by this single owner. Prominent examples are the railway systems in Japan and the US, see Gorman (2009) [102]; Harrod (2010) [112]; White & Krug (2005) [215]. In contrast, public railway systems are generally funded by public institutions or governments. In the past an integrated railway company was usually appointed to plan, build, and operate the railway system. Now the efforts of the European Commission to segregate the integrated railway companies into a railway infrastructure manager (network provider) and railway undertakings (train operating companies) shall ensure open access to railway capacity for any licensed railway undertaking. The idea is that competition leads to a more efficient use of the railway infrastructure capacity, which in the long run shall increase the share of railway transportation within the European member states. However, even in case of an absolute monopoly the planning of railway systems is very complex because of the technicalities and operational rules. This complexity is further increased by the varying requirements and objectives of different participating railway undertakings in public railway systems.

The focus of this work is capacity allocation in an arbitrary railway system. In a nutshell, the question is to decide which train can use which part of the railway infrastructure at which time. Chapter I aims to build an integrated picture of the railway system and railway planning process, i.e., we will illuminate the requirements of passenger and freight railway transportation. In Chapter II resource models will be developed that allow for capacity considerations. Based on one of these railway models, i.e., an aggregated macroscopic one, we will formulate a general optimization model for private and public railway systems in Chapter III, which meets the requirements of passenger and freight railway transportation to a large extent.

Several railway reforms in Europe were intended to promote on-rail competition leading to more attractive services in the timetable. However, even after the reforms were implemented, the railways continued to allocate train paths on their own networks themselves. Discrimination was thus still theoretically possible. However, competition can
only bring benefits if all railway undertakings are treated equally when seeking access to the infrastructure.

Switzerland has been a pioneer in introducing competition in the use of the rail networks. The three different Swiss railway network providers, SBB, BLS and SOB, outsourced the allocation of their train paths to a joint independent body. Accordingly, at the beginning of 2006, and in conjunction with the Swiss Public Transport Operators’ Association, these railways together founded the Trasse Schweiz AG (trasse.ch).

By outsourcing train path allocation to a body which is legally independent and independent in its decision making, the three largest Swiss standard gauge railways together with the Swiss Public Transport Operators Association reinforced their commitment to fair on-rail competition. This institution ensures that the processes to prepare for the timetable are free of discrimination. Trasse Schweiz AG coordinates the resolution of conflicts between applications and allocate train paths in accordance with the legislation. One of their principles is:

“We increase the attractiveness of the rail mode by making the best use of the network and optimizing the application processes.”

That statement essentially summarizes the main motivation of this thesis.

An initial publication on applying linear optimization techniques comes from railway freight transportation. Charnes & Miller (1956) [67] discussed the scheduling problem of satisfying freight demand by train circulations. The setting is described by a small example in Figure 2. In a graph with nodes #1, #2, and #3 a directed demand which has to be satisfied is shown on each arc. The goal is to determine directed cycles in that graph that cover all demands with minimal cost, i.e., each cycle represents a train rotation. For example choosing four times the rotation (#1, #2, #1) would cover all required freight movements between #1 and #2. However the demand from #2 to #1 is only one and therefore that would be an inefficient partial solution with three empty trips called “light moves” in the original work. Charnes and Miller proposed a linear programming formulation for the problem enumerating all possible rotations, i.e., five directed cycles (#1, #2, #1), (#1, #3, #1), (#2, #3, #2) in Figure 2. Multiple choices of cycles that satisfy all demands represent a solution. Thus, for each rotation an integer variable with crew and engine cost was introduced. The opti-
mization model states that the chosen subset has to fulfill all demands. This was one of the first approaches to solve real applications by means of a set partitioning problem, i.e., to represent a solution as a set of sub-solutions, here cycles. Finally, they manually solved the instance by applying the simplex tableau method.

After that pioneering work on modeling it took many years of improvement in the solution techniques to go a step further and to support more complex planning challenges in public transportation and in particular in railway transportation by optimization.

In fact the airline industry became the driving force of the development. One reason is the competitive market structure which leads to a higher cost pressure for aviation companies. Therefore the airline industry has a healthy margin in the implementation of automated processes and the evaluation of operations. Integrated data handling, measuring the quality of service and controlling the planning and operation by several key performance indicators (KPI) are anchored in almost all aviation companies over the world. Nowadays in the airline industry the classical individual planning problems of almost all practical problem sizes can be solved by optimization tools. Integration of different planning steps and the incorporation of uncertainty in the input data can be tackled. A prominent example for such robust optimization approaches is the tail assignment problem which is the classical problem of assigning flights to individual aircraft. Nowadays robust versions can be tackled by stochastic optimization, see Lan, Clarke & Barnhart (2006) [144], or a novel probability of delay propagation approach by Borndörfer et al. (2010) [41]. Suhl, Dück & Kliewer (2009) [205] use similar ideas and extensions to increase the stability of crew schedules.

An astonishing situation happened in Berlin which somehow documents the challenges and problems that might result from the deregulation. The British Financial Times wrote on 27th of July 2009:
“Concrete walls, watch-towers, barbed wire and armed border guards for decades prevented Germans travelling across Berlin from the east to the west. But, as the German capital gears up to celebrate 20 years since the fall of the Berlin Wall, leftwing commentators are claiming that capitalism, not communism, is now keeping the two apart. For the S-Bahn - the suburban commuter railway running into and around Berlin that became a symbol of the cold war divide - has come grinding to a halt.

More than two-thirds of the network’s 550 trains were withdrawn from service last week and the main east-west line closed after safety checks following a derailment showed that about 4,000 wheels needed replacing. Hundreds of thousands of Berliners have been forced to get on their bikes or use alternative, overcrowded routes to work, while tourists weaned on stereotypical notions of German punctuality and efficiency have been left inconvenienced and bemused by the chaos. Deutsche Bahn, the national railway operator, is under fire for cutting staff and closing repair workshops at its S-Bahn subsidiary in an attempt to boost profitability ahead of an initial public offering, that has since been postponed.

For businesses dependent on the custom of S-Bahn passengers, the partial suspension of services is no joke. “For the past two or three days it’s been really bad. Customers are down by more than half,” said an employee at a clothing-alteration service situated below the deserted S-Bahn platform at Friedrichstrasse station, in the former East Berlin. “German trains are world famous. I didn’t think something like this could happen.”

A columnist for Tagesspiegel, a Berlin-based newspaper, drolely observed that the number of S-Bahn carriages rendered unusable by management incompetence was only slightly less than the total number damaged by the Red Army in 1945. Others note that even the Berlin Wall itself did not prevent S-Bahn passengers traveling between west and east, so long as they held a West German passport. The East German authorities continued to operate the S-Bahn in West Berlin after the partition of the city following the second world war until the 1980s. West Berliners eventually boycotted this service in protest of the communist
regime. But now it is being claimed that capitalism is driving passengers away.

“The chaos in the Berliner S-Bahn is a lesson in the consequences of capitalism. It is a graphic depiction of where subservience to financial markets greedy pursuit of profit ultimately leads,” Ulrich Maurer, chief whip of the radical Left party, said. Deutsche Bahn has apologized for the inconvenience but insists that cost-cutting was not the problem and blames the train manufacturer instead. “Even if we had had twice as many employees and three times as many workshops . . . it would not have prevented these wheels from breaking,” a Deutsche Bahn spokesman said. Nevertheless, S-Bahn-Berlin’s entire senior management was forced to resign this month after it emerged that they had not ordered sufficient safety checks. The repairs, refunds, and lost fares could leave Deutsche Bahn up to 100 million euros out of the pocket, according to one estimate. A full service is not expected to resume until December.”

The described situation documents that the railway system in Europe has to face huge challenges in implementing the liberalization. In addition central topics of the railway system are often politically and socially sensitive subjects. A detailed characterization of the recent political situation of the German railway system, future perspectives, the role of the infrastructure, and other controversial issues can be found in G.Ilgmann (2007) [99]. All in all we hope and we believe that an innovation process in the railway system in Europe is going to start. Major railway planning decisions can be supported by mathematical models and optimization tools in the near future, in particular the almost manual construction of the timetables and track allocations which is often seen as the “heart” of the railway system.

Due to the deregulation and the segregation of national railway companies in Europe the transfer of mathematical optimization techniques to railway operations will proceed. In the future, competition will hopefully give rise to efficiency and will lead to an increasing use of information technology and mathematical models. Algorithmic decision support to solve the complex and large scale planning problems may become necessary tools for railway transportation companies. In the future state of the art planning systems with optimization inside will replace the “manual” solution. The key message is that optimiza-
tion, i.e., mathematical models and solution methods, are predestined to support railway planning challenges now and in the future.

In the following section we will briefly highlight several of these planning problems from different transportation modes. We will present mathematical models and discuss state of the art solution approaches to tackle real world applications, see Barnhart & Lariope (2007) [17] for an overview on optimization in transportation in general. We use in this thesis the definitions and notation of Grötschel, Lovász & Schrijver (1988) [104] and Nemhauser & Wolsey (1988) [167] for graphs, linear programs (LPs), and mixed integer programs (MIPs). Furthermore, we use the algorithmic terminology to LP and MIP solving of Achterberg (2007) [3].

2 Planning Process

Bussieck, Winter & Zimmermann (1997) [50] divide the planning process in public transport into three major steps - strategic, tactical and operational planning. Table 1 shows the goals and time horizon of all steps. Public transport, especially railway transportation, is such a technically complex and large system that it is impossible to consider the entire system at once. Also, the different planning horizons of certain decisions enforce a decomposition. Therefore a sequence of hierarchical planning steps has emerged over the years. However, in reality there is no such standardization as we will explain it theoretically.

Two important parties are involved in the railway transportation planning process, i.e., train operating companies and railway infrastructure providers. Following the terminology of the European commission, we will use the terms railway undertaking (RU) and infrastructure manager (IM), respectively. Furthermore, several national and international institutions have a huge political influence on railway transportation, which is on the borderline between a social or public good and a product that can be traded on a free liberalized market. The special case of the changing railway environment in Europe will be discussed in detail in Section 6.1.

In contrast to railway undertakings fully private aviation or independent urban public transport companies can perform the complete planning process almost internally. In the airline industry the needed infrastructure capacity, i.e., the slots at the airports, are granted by grandfa-
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Table 1: Planning steps in railroad traffic, source: Bussieck, Winter & Zimmermann (1997) [50].

<table>
<thead>
<tr>
<th>level</th>
<th>time horizon</th>
<th>goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>strategic</td>
<td>5-15 years</td>
<td>resource acquisition</td>
</tr>
<tr>
<td>tactical</td>
<td>1-5 years</td>
<td>resource allocation</td>
</tr>
<tr>
<td>operational</td>
<td>24h - 1 year</td>
<td>resource consumption</td>
</tr>
</tbody>
</table>

Strategic or long-term part concerns the issues of network design and line planning (resource acquisition), see Sections 3 and 5. On the tactical stage the level of services, usually a timetable has to be created, as well as the schedules for the needed resources (resource allocation). Finally, on the operational stage the resources, e.g., rolling stock, vehicles, aircraft and crews, are monitored in real operations (resource consumption).

On the day of operation re-scheduling and dispatching problems have to be faced. These kind of problems have a different flavor than pure planning tasks. Decisions must be made very quickly in the real-time setting, but only limited information on the “scenario” is available. Usually data has to be taken into consideration in a so called online fashion. More details about this kind of problem can be found in Grötschel, Krumke & Rambau (2001) [105], Albers & Leonardi (1999) [9], and Albers (2003) [8]. Recent approaches are to establish fast methods which bring the “real” situation back to the “planned” one when
Possible, see Potthoff, Huisman & Desaulniers (2008) [177], Rezanova & Ryan (2010) [182], and Jespersen-Groth et al. (2009) [123].

In Klabes (2010) [129] the planning process is newly considered for the case of the segregated European railway system. In Figure 3 the novel process is illustrated for the segregated railway industry in Europe.
2 Planning Process

2.1 Strategic Planning

The responsibilities of the planning steps refer directly to either the railway undertaking or the infrastructure manager on behalf of the state. Nevertheless the long-term decisions in up- or downgrading the network are highly influenced by the railway undertakings and their demands. In case of passenger railway undertakings the desired timetable aims to implement a given line plan. The timetable itself induces train slots requests which is one input for the track allocation problem. These are naturally very strict with respect to departure and arrival times in order to offer and operate a concrete and reliable timetable. Further details on line planning and periodic timetabling are given in Section 5 and Section 6.2, respectively.

The requirements of train slot requests for cargo or freight railway operators differ significantly from slot requests for passenger trains because they usually have more flexibility, i.e., arrival and departure are only important at stations where loading has to be performed. Section 3 will describe the network design problem of the major European single wagon railway transportation system. In general freight railway operators need a mixture of annual and ad hoc train slots. The demand is of course highly influenced by the industry customers and the freight concept of the operating railway undertaking. We collected such data for the German subnetwork HAKAFU_SIMPLE to estimate the demand of the railway freight transportation, see Chapter IV Section 1 and Schlechte & Tanner (2010) [189].

2.2 Tactical Planning

The essential connection between all train slot requests is the step to determine the complete track allocation, which is the focus of this work. However, we primarily consider the point of view of a railway infrastructure provider, which is interested in optimizing the utilization of the network. That is to determine optimal track allocations. This is in contrast to timetabling where one asks for the ideal arrival and departure times to realize a timetable concept or a line plan. A timetable can be seen as a set of train slot requests without flexibility. Railway optimization from a railway undertaking’s point of view for passenger traffic is discussed in Caprara et al. (2007) [64]. State of the art modeling and optimization approaches to periodic timetabling, which is the
usual type of schedule for passenger railway traffic, is at length studied by Liebchen (2006) [148].

The induced competition for railway capacity allocation in public railway systems in Europe has a several impacts on the allocation procedure. In the past, a single integrated railway company performed the complete planning. Its segregation reduces the ability of the railway infrastructure manager to only perform network planning, capacity allocation, and re-scheduling with respect to infrastructure aspects. Thus, the infrastructure manager only has limited information during the planning process and needs to respect the confidential information of the railway undertakings. Moreover, new railway undertakings enter the market which increases the complexity of the planning process. Klabes (2010) [129] collected the relevant numbers from the DB Netz reports. On the left hand of Figure 4 the changing environment is illustrated by listing the growing number of train slot requests from railway undertakings independent from the former integrated railway company “Deutsche Bahn”. On the right hand of Figure 4 the number of rejected train slot requests for the same periods are shown. It can be seen that at the start of the segregation from 2003 until 2006 a lot of requests had to be rejected by DB Netz. Efforts to decrease these numbers by providing alternative slots were apparently successful in the following years.

The business report for the year 2009 Trasse Schweiz AG [207] of the Trasse Schweiz AG documents the new challenges for constructing track allocations as well. In the Swiss network a lot of different railway undertakings are operating, e.g., in 2009 there were 29 train operating companies which submitted train slot requests. The geographical position in central Europe and the limited transportation possibilities through the Alps causes that. The future challenge for Switzerland
will be to handle the complex track allocation process as the following extract from the report 2009 already highlights:

“The regulation of the conflicts arising in train slot orders of the annual timetable 2010 was despite or even less because of the financial or economic crisis in comparison to the last years extensive and time-consuming. Indeed the number of submitted train slot requests by cargo operators for the annual timetable 2010 decreased up to 10 percent in comparison to the last year. However, railway undertakings (RM) concentrated her orders due to the cost pressure and competitive market conditions on the most attractive time windows and stick much longer to their original requests. Nevertheless, we managed together with all infrastructure providers\(^1\) to find for all conflicts alternative train slots, which were accepted by the railway undertakings. No train slot request had to be rejected.” (translation by the author).

The competing railway undertakings should interact in a transparent and free market. The creation of such a market for railway capacity is a key target of the European Commission, hoping that it will lead to a more economic utilization of the railway infrastructure. Even more liberalization of the railway system should lead to a growing market and allow for innovative trends like in other old-established industries, i.e., aviation industry, telecommunication or energy market. After the acceptance of train slots each railway undertaking determines his partial operating timetable, which acts as input for the planning of the needed resources. In case of a railway operator the rolling stock rotations have to be constructed, which is very complex problem due to several regularities and maintenance requirements, see Fioole et al. (2006) [88], Anderegg et al. (2003) [12], Eidenbenz, Pagourtzis & Widmayer (2003) [80], and Peeters & Kroon (2008) [176].

In public transport and in airline industry vehicle scheduling and aircraft rotation planning are the analogous tasks, see Löbel (1997) [155] and Grönkvist (2005) [103]. The major objective is to operate a reliable timetable with minimum cost, which is in general minimizing the number of engines, wagons, vehicles, aircrafts, etc. Another key requirement for planning railway rolling stock rotations is to provide

---

\(^1\)There are three different railway infrastructure providers in Switzerland, i.e., BLS, SBB, and SOB.
regularity of the solutions. This means that a train that runs in the
same way every day of the week, will also be composed in the same
way every day of the week, always using the same cars from the same
preceding trains. Such a regime simplifies the operation of a railway
significantly. However, the rule can not always be followed. Trains may
run later on weekends, or not at all on certain days, e.g., in order to
perform a maintenance operation. Although it is intuitively clear, it is
not easy to give a precise definition what regularity actually means.

The output of rolling stock planning is to assign trains, i.e., specific
train configurations, to each passenger trip, to select deadhead trips,
i.e., “empty” movements of the trains given by the constructed rolling
stock rotation, and to schedule maintenances and turn around activities
of trains. Passenger trips, that are trips of the published timetable, and
deadhead trips need to be assigned to crews, which have to execute
them. We will describe this planning step in more detail in Section 8
in case of an aviation company. This demonstrates the power of general
mathematical modeling and methodology to different applications and
that the authors experience about that planning step comes from airline
crew scheduling, i.e., pairing optimization. However, recent work on
railway crew scheduling can be found in Abbink et al. (2005) [1] and
Bengtsson et al. (2007) [24].

2.3 Operational Planning

As already mentioned real time problems on the day of operation have
quite different requirements, even if these problems can be formulated
very similar from a mathematical modeling point. In railway trans-
portation disruption and delay management is very difficult because
local decisions have a huge influence on the complete timetable system.
Nevertheless, easy and fast rules of thumb are used to decide, which
trains have to be re-routed, have to wait, or even have to be canceled.
[71] presented a real-time traffic management system to support local
dispatching in practice. On the basis of this renewed timetable rolling
stock rosters and crew schedules have to be adopted, see Clausen et al.
(2010) [69]; Jespersen-Groth et al. (2007) [122]; Potthoff, Huisman &
Desaulniers (2008) [177]; Rezanova & Ryan (2010) [182].

Every single step in this idealized sequential planning process is a diffi-
cult task by itself or even more has to be further divided and simplified
into subproblems. We will discuss several of them in the following sub-
sections, see how they can be modeled as combinatorial optimization
problems, and solved by state of the art solution approaches.

The main application of track allocation is to determine the best opera-
tional implementable realization of a requested timetable, which is the
main focus of this work. But, we want to mention that in a segregated
railway system the track allocation process directly gives information
about the infrastructure capacity. Imaging the case that two trains of
a certain type, i.e., two train slots, are only in conflict in one station.
A potential upgrade of the capacity of that station allows for allocat-
ing both trains. This kind of feedback to the department concerning
network design is very important. Even more long-term infrastructure
decisions could be evaluated by applying automatically the track allo-
cation process, i.e., without full details on a coarse macroscopic level
but with different demand expectations. Even if we did not devel-
oped our models for this purpose, it is clear that suitable extensions
or simplifications the other way around of our models could support
infrastructure decisions in a quantifiable way. For example major up-
grades of the German railway system like the high-speed route from
Erfurt to Nürnberg or the extension of the main station of Stuttgart
can be evaluated from a reliable resource perspective. The billions of
euros for such large projects can then be justify or sorted by reason-
able quantifications of the real capacity benefit with respect to the
given expected demand.

An obvious disadvantage of the decomposition is that the in some sense
“optimal” solution for one step serves as fixed input for the subsequent
problem. Therefore one cannot expect an overall “optimal” solution
for the entire system. In the end, not even a feasible one is guaran-
teed. In that case former decisions have to be changed, and a part
or the complete process has to be repeated. Prominent examples are
regional scenarios for urban public transportation where traditional se-
quential approaches are not able to produce feasible schedules. Weider
(2007) [213] demonstrates in case of vehicle and duty scheduling how
integrated models can cope with that and even more can increase the
overall planning efficiency. Nevertheless, hierarchic planning partitions
the traffic planning problem into manageable tasks. Tasks lead directly
to quantifiable optimization problems and can be solved by linear and
integer programming to optimality or at least with proven optimality
gaps. Problem standardization, automatization, organizing data,
computational capabilities, mathematical modeling, and sophisticated
algorithmic approaches on a problem specific but also on a general level form the basis of optimization success stories in practice. As a prominent example for this we refer to the Dutch railway timetable - the first railway timetable which was almost constructed from scratch. In fact the entire planning process was decomposed and each planning problem at Netherlands Railways (NS) was solved by the support of exact or heuristic mathematical approaches and sophisticated techniques, in particular linear, integer and constraint programming. More details can be found in the prizewinning work Kroon et al. (2009) [140], which was honored with the *Franz Edelman Award* 2008. A prize which is rewarded to outstanding examples of management science and operations research practice in the world.

## 3 Network Design

Network design is the question of construction or modification of existing railway infrastructure. Railway infrastructure managers take the responsibility for that planning step in close cooperation with public authorities.

Infrastructure decisions are long term and very cost intensive, especially in railway systems. Typically an existing infrastructure has to be modified due to changes of the travel demand, capacity requirements, and new technologies. The usual objective is to minimize the construction cost while still ensuring the expected travel demand. Nevertheless this is a highly political planning step relying on uncertain future demand estimations. The resolution of such problems is carried out in close cooperation with senior management of the infrastructure owner due to the obviously high capital investment and the long lasting implications not only for the entire company even for the (national) railway system and for the affected cities as well. Prominent example is the recent project Stuttgart 21 that remains a subject of dispute in the public’s view, see Kopper (2010) [137].

Standard approaches for the travel demand estimations are interviews of customers, evaluation of ticket sales, and various statistical methods based on automated passenger counts. All these methods are very costly and time consuming. But of course in the future more and more of these data will be collected automatically and available for analysis. However this can only be done for passenger traffic, the estimation of
future demand of cargo traffic is even more difficult and needs different approaches. Furthermore, in a segregated railway system, this is confidential information of the railway undertakings, see Figure 3. Nevertheless, the information that a railway infrastructure manager collects during the allocation process for the annual timetable can be used to identify congested parts of the network, or downsizing potential.

A somehow exceptional and remarkable approach to railway network design was realized in the project Rail2000 in Switzerland, see Kräuchi & Stöckli (2004) [138] and Caimi (2009) [57]. There, the sequential approach was re-ordered, the initial step was to define a service intention, i.e., finish line planning and passenger timetabling at first, to determine the required infrastructure. The major advantage is of course that the railway infrastructure matches perfectly to the explicit given service intention and is not based on coarse and aggregated demand forecast. The logical drawback is that the Swiss railway timetable, at least for the passenger traffic, is a very stable entity for the future years. The crucial assumption is that the demand is almost constant and the given service intention will change only slightly.

To the best of the authors knowledge only network design approaches to integrated railway systems can be found in the literature. The complex situation for a segregated railway system, i.e., for an infrastructure manager dealing with a lot of railway undertakings using the same infrastructure, is not considered on a general optimization level. Only several individual cases are discussed and analyzed as in Niekerk & Voogd (1999) [168] and Romein, Trip & de Vries (2003) [184]. Basic approaches are using simulation tools to evaluate, to analyze, and to compare some infrastructure possibilities as in Middelkoop & Bouwman (2000) [161] and Klima & Kavicka (2000) [133].

A framework for a general class of network design problems is presented in Kim & Barnhart (1997) [126] and applied to the blocking problem in railroad traffic in the US, see Barnhart, Jin & Vance (2000) [19]. Integrated service network design for rail freight transportation in the US is considered in Ahuja, Jha & Liu (2007) [6]; Jha, Ahuja & Şahin (2008) [124]; Zhu, Crainic & Gendreau (2009) [218]. In the next section, we will explain and discuss the network design problem for freight transportation for the German case in more detail.

Concluding, we want to point out that future developments and requirements of a railway infrastructure network, i.e., passenger or freight service networks, are very difficult to anticipate and highly political
4 Freight Service Network Design

Deutsche Bahn, the largest German railway company, primarily offers two products to industrial customers that want to transport freight via rail. Typically large customers order block-trains of about 20 to 40 cars. In this case, Deutsche Bahn, i.e., DB Schenker, as the operator can pull such a complete train by a locomotive from origin to destination. That is a direct freight transportation offer with a fixed train composition. Small customers on the other hand order only 1 to 5 cars. In such case it is too expensive to pull this group of cars by a single locomotive through the network. Instead the cars are only pulled to the next classification yard. There they are grouped with the cars from other customers, and then as new trains pulled to the next classification yard. There the trains are disassembled, and the cars are again re-grouped with others until each car has reached its final destination. This second freight transportation product of DB gives rise to a natural network design question, i.e., where are the classification yards located and how to route between them. Fügenschuh et al. (2008) [95] and Fügenschuh, Homfeld & Schülldorf (2009) [96] discuss the whole system of single wagon freight transportation, show the positive effect of bundling cars, and compare the problem to other freight transportation concepts mentioned in the literature, e.g., the railroad blocking problem in the US or Canada.

The railroad blocking problem can be formulated as a very large-scale, multi-commodity, flow-network-design and routing problem with billions of decision variables, see Jha, Ahuja & Şahin (2008) [124] and Barnhart, Jin & Vance (2000) [19]. Ahuja, Jha & Liu (2007) [6] presented an algorithm using an emerging technique known as very large-scale neighborhood search to support major US railway companies that transfers millions of cars over its network annually. The authors report that their heuristic approach is able to solve the problem to near
optimality using one to two hours of computer time on a standard workstation computer.

Due to some similarities to our modeling approach for railway track allocation we want to explain the whole problem in more detail. The version which we will present in the next paragraphs describes the operational situation faced at DB Schenker Rail, the largest European cargo railway transportation company. We want to thank Alexander Below and Christian Liebchen for several discussions on that topic and system.

4.1 Single Wagon Freight Transportation

The single wagon network $N = (B, R)$ is a graph that describes the local transport possibilities of single wagons in a railway system. All inbound tracks and sorting sidings on satellite terminals, junction stations, and classification yards induce a node $b \in B$. An arc $r = (u, v)$ with $u, v \in B$ exists if a train trip from $u$ to $v$ is possible.

A shipment is an accepted order that consists of a number of single wagons (with different weight, length, type, etc.), departure station and interval (freight pickup definition), arrival station and interval (freight delivery definition), and a measure of the service quality of the transshipment in terms of penalties for the deviation of the requirements. The set of all shipments is denoted by $S$.

A routing is an unique path in $N$ for each origin and destination pair given as a routing matrix, i.e., in some places depending on the wagon types or time of the day. The routing can equivalently be characterized by a set of in-trees. An in-tree is a directed graph with a so-called root node such that there exists exactly one directed path from each node to the root.

A train slot denotes a concrete temporal allocation of an arc in $N$ by a standard freight train with a given number of wagons, maximum length, and maximum weight, i.e., each slot $f$ has a discrete departure time $d_f$ and an arrival time $a_f$. $T$ denote the set of all given slots. In the German case we have to distinguish between three different types of slots:

1. safe slots with fixed timing, e.g., by master contracts
2. optional slots with relatively safe timing, e.g., system slots
3. (vague) requested slots with desired timing, e.g., chartered or extra train (slots).

The network design part at DB Schenker consist of deciding which of these timed slots should be requested from the network provider in order to run the system with a certain shipment quality and with minimal cost.

A freight train trip, or shortly trip, denotes an allocation of a slot with an ordered set of at most $k$ shipments. $Z$ denotes the set of all feasible trips. The set of all trips for slot $f$ is denoted by $Z_f$.

In classification yards all single wagons will be rearranged with respect to the routing matrices, i.e., they will be sorted and shelved in the corresponding siding. Classification yards are made of three parts; entry tracks, sorting tracks, and exit tracks. There the freight train is disassembled, and the individual shipments are pushed over the hump, entering the sorting tracks behind. Each sorting track is assigned to an unique successor $b \in B$. As soon as enough shipments are gathered on one sorting track, this new train is pulled into the exit group. There, it waits, until it can leave the yard and re-enter the network.

The nodes of $N$ represent a simplified model of these yards, e.g., with a maximum shunting capacity per time interval. In practice the shunting procedure at the special yards is more restricted, e.g., minimum transition times, minimum distances between arrivals and departures, fixed downtimes, maximum operations per periods etc.

A production schedule is an assignment of all shipments to feasible trips such that the pickup and delivery definitions of all shipments can be guaranteed. In addition the production schedule, i.e., the set of trips, has to respect the routing principles and all operation rules and capacities at the classification yards.

### 4.2 An Integrated Coupling Approach

The problem of finding a production schedule can be modeled as an integer program with an exact representation of the given degrees of freedom. The main challenge is to adhere to the FIFO principle. In fact each trip that arrives in a yard has to be disassemble immediately. Each shipment will arrive as fast as possible at their unique sorting yard and will depart directly with the next trip.
The model belongs to a broad class of integer programs where a set of path systems are meaningfully coupled. In that application transportation paths of the shipments are linked with additional “configuration” variables, i.e., variables for trip construction in the yards.

The model is based on a trip scheduling digraph $D = (V, A)$ induced by $N$ that describes the transportation of the individual shipments in place, time, and position within a trip. Each classification yard $b$ induces an arrival track that models a waiting queue in front of the shunting hump.

For each yard $b \in B$ we associate an additional node $b^+$ and several additional nodes $b^-_r$ that represents the different directions and sorting tracks to control the queue in front of the humping yard $b$. Each arc $r = (b, x) \in R$ of the single wagon network $N$ is also considered as two arcs to handle sorting, i.e., an arc from $(b, x) \in R$ induces $(b^+, b^-_r)$ and $(b^-_r, x^+)$. Let $G = B^+ \cup B^-$ the set of all those expanded nodes associated with sorting on railway tracks. $[T] = \{0, \ldots, T - 1\}$ denotes a set of discrete times and $[m] = \{0, \ldots, m - 1\}$ a set of possible positions of shipments within a trip.

Thus, a node

$$v = (g, t, i) \in V \subseteq G \times [T] \times [m]$$

is a possible event modeling that a shipment arrives at track $g$, time $t$, and position $i$ within a trip. Moreover it is an arrival event if $g \in B^+$ or otherwise a departure event. The position of a shipment is relevant due to the fact that we have to follow the FIFO principle at the classification yards. A larger position in a trip could result in a later departure from this classification yard. The set $V$ contains all these events as well as the pickup and delivery of a shipment.

Arcs of $D$ model the transport of shipments at precise positions within the trip and the transition of shipments from the incoming track of a yard to the sorting yards with all potential position changes. In addition all local rules, e.g., time restrictions, can be incorporated in that arc construction as well as the routing requirements.

Figure 5 shows a possible block (train) composition $q$ for slot $f = (b, 14, y, 20, 4)$, i.e., a train slot that departs at $b^-_x$ ($b$) and time 14 and arrives at $y^+$ ($y$) at time 20 with a maximum of 4 shipments. Two trains arrive from $x^-_b$ at $b^+$ within the considered interval and reach the siding.
to $y$ via $b_y^-$. In the course of this the position of shipments changes, e.g., shipments 1 and 2 from position 3 and 4 in the first train trip to 1 and 2 in the second. The arcs associated with $b^+$ and $b_y^-$ control the sorting with respect to the routing matrix and the potential position changes of the shipments, i.e., * denotes wild cards for first positions. The shipments 3 and 4 are not routed via $y$ and therefore are not sorted on $(b^+, b_y^-)$. The proposed trip composition networks can obviously become very large due to the ordering. However, the degree of freedom is somehow limited due to the fixed slots and routing principles, i.e., only certain positions are possible for the shipments.

The optimization task is to minimize the cost of the slots and the cost of the trip construction at the yards. Any production schedule can be represented in $D$ by a set of feasible paths, i.e., one for each shipment. In the integer programming model the paths of the shipments are coupled with the construction of trips at the yards to respect the operational rules and the shipment positions. We will briefly explain the formulation. First we use trivial 0/1 variables $x_{f,t}$ to determine which trip $t$ is used for slot $f$. The idea of the modeling technique is to introduce 0/1 variables $y_q$ to control the creation of trips and to force
the “real” operational routing of the shipments at the classification yards by means of inequalities

\[ \sum_{t \in Z_f} x_{f,t} - \sum_{q \in Q_f} y_q = 0, \quad \forall f \in F. \]

The set \( Q_f \) can be interpreted as a certain subset of arcs in an auxiliary graph that represents the construction of trip \( t \) in the departure yard of slot \( f \). On the hand if some trip \( t \) is selected for slot \( f \) by setting \( x_{f,t} = 1 \), then the construction of that train in the departure yard must be feasible which is ensured by setting the “right” variables \( y_q \) to one. On the other hand if trip \( t \) is not used on slot \( f \) all corresponding configuration variables \( y_q \) have to be zero. If no degrees of freedom for selecting slots are given, then this model only propagates the operational rules at the classification yards. In addition, an optimized selection of slots is a strategic question that can be answered by those models using a reasonable set of slots.

That example serves only for motivational purposes of a general modeling technique that couples and integrates problems appropriately. In addition it should give the reader some insights in the source of the particular train slot requirements of a freight railway operator. Since train slots defined and used by single wagon freight service operators serve as direct input for track allocation problems.

5 Line Planning

Once the infrastructure of the passenger transportation system is determined, lines have to be defined and associated with individual frequencies. A line is a transportation route between two designated, but not necessarily different, terminal stations in the transportation network. Usually there are some intermediate stops, but especially in long distance passenger railway transportation direct lines, i.e., in Germany called Sprinter, are used to offer very fast connections between major cities. A train line also includes the specification of the train type, i.e., type of engine, number of wagons, and its frequency, in case of regular periodic services. For example this can be four times an hour during peak-hour traffic and two times an hour in off-hour traffic. The Line Planning Problem is to select a set of feasible lines and their frequencies subject to certain constraints and pursuing given objectives.
In particular, the line plan tries to meet the passenger travel demand and respect existing simplified network capacities and properties. Common, but obviously contradictory objectives of a line plan are the minimization of operating costs and the maximization of the service or travel quality. Travel quality or attractiveness of a line plan can be measured by the number of direct connections and travel times for passengers. But of course, the passenger satisfaction of a line plan mainly depends on the operated and experienced timetable implementing the line plan, see Schittenhelm (2009) [186].

Significant work on line planning can be found, for example, in Bussieck (1997) [49], and Goossens, van Hoesel & Kroon (2006) [101]. Later, novel multi-commodity flow models for line planning were proposed by Schöbel & Scholl (2006) [192] and Borndörfer, Grötschel & Pfetsch (2007) [35]. Its main features, in comparison to existing models, are that the passenger paths can be freely routed and lines are generated dynamically. From a general perspective these models are also “coupling” models. The line variables provide “capacities” that passenger flow variables utilized for transfers.

Properties of this model, its complexity, and a column-generation algorithm for its solution are presented and tested on real-world data for the city of Potsdam, Germany. A recent research field is the incorporation and handling of transfers, e.g., the change-and-go model of Schöbel & Scholl (2006) [192]. However, for large scale instances the model is hardly computational tractable.
Therefore, Borndörfer & Neumann (2010) [29] propose a novel “compact” integer programming approach to deal with transfer minimization for line planning problems even for larger instances. Therein they incorporate penalties for transfers that are induced by “connection capacities” and compare a direct connection capacity model with a change-and-go model. In Figure 6 a line plan for the city of Potsdam can be seen, each color represents one line.

Finally, the resulting line plan serves as a direct input for the periodic train timetabling problem, where valid arrival and departure times for the given lines and frequencies have to be found. However, the final decision of which transport mode a user chooses depends on the available options provided by the public transport network. Figure 7 shows the complete public transport network of the city of Potsdam, i.e., bus, tram, subway, and city railway.

6 Timetabling

The train timetabling problem has many names - such as train scheduling problem, train routing problem, or sometimes track allocation problem. The timetable, which is the solution of the train timetabling prob-
lem, is the heart of a public transportation system. In the end, this is
the offer a railway undertaking presents to the passengers. In the case
of a freight train operator, the corresponding train slots are the basis
to implement and operate the transportation service.

It is a main problem of the planning process of railway traffic - simply
because it asks for the efficient utilization of the railway infrastruc-
ture, which obviously is a rare good. In addition the service quality
of an offered timetable depends directly on the concrete allocation. In
a segregated railway system additionally the crucial interconnection
between railway undertakings and infrastructure managers has to be
taken into consideration.

Nevertheless optimization models and techniques are not that widely
used for timetabling in practice in contrast to the subsequent resource
planning problems, i.e., vehicle and crew scheduling. Most timetables
are minor modifications of their predecessors, so that basically timeta-
bles are historically grown. One reason is that a timetable is, not
only in Germany, a huge political issue. Whether a German city will
get access to the system of long-distance passenger trains – high-speed
trains that are connecting important cities – will be decided in elong-
gated negotiations between the railway operator DB Fernverkehr, the
federal state, and the German government, i.e., the Federal Ministry
of Transport, Building and Urban Development (www.bmvbs.de). A
prominent subject of dispute in the recent years was the rather small
city Montabaur that got access to the ICE transportation network. In
an idealized world network design planning for long-distance passen-
ger trains would answer such questions and provide the input for the
timetabling. In addition decisions on the service quality of an urban
rapid transit system, e.g., the Berlin S-Bahn, will be preassigned and
is mainly subsidized. Lobbying swayed the decisions more than the
results of quantified analysis.

In the following sections we will focus on three different aspects of time-
tabling in more detail. Section 6.1 will discuss the ongoing deregulation
of the European railway market. We give a brief literature review on
periodic and individual trip train timetabling in Section 6.2. Finally,
Section 6.3 will briefly discuss standard railway models of different
scale.
6.1 European Railway Environment

Railway transportation services require very accurate planning of operation in contrast to other modes. This is due to the fact that railway undertakings have to promote their railway transportation services for passengers far prior to the actual railway operation. A published and only rarely annually changed train timetable allows the customer to use railway transportation services efficiently. Moreover, uncontrolled railway operation is particularly prone to deadlocks. Train drivers need to obtain the moving authority for a certain part of the railway infrastructure from a centrally authorized controlling instance, which assures a high level of safety. An annual initial schedule helps to control railway operation, since it reduces the vast complexity of real time operational planning. Nevertheless the liberalization and introduction of competition in the European railway system will break down these old-established and rigid structures in the near future. However, in comparison to airline transportation and urban bus transport the railway system is very rigid and hardly innovative.

Furthermore, railway systems consist of very expensive assets. In order to make best use of these valuable infrastructure and to ensure economic operation, efficient planning of the railway operation is indispensable. Mathematical optimization models and algorithmic methodology can help to automatize and tackle these challenges.

In 2009 there were 300 railway undertakings operating in the German secondary railway market, 60 of them do request railway capacity for passenger trains. From an economic perspective railway undertakings offer transportation services on the primary railway market. Thus, the market where railway capacity is traded is called secondary railway market.

However, DB Regio is still the biggest railway undertaking requesting railway capacity for passenger trains. In 2002 Deutsche Bahn AG established a “Competition officer”, in order to guarantee the correct implementation of the European framework for railway capacity allocation.

Within a competitive railway market, the train slot requests submitted by concurrent railway undertakings are more likely to conflict. This assumption is backed by current statistics of the competition reports of the German railway system. The number of conflicting trains slot requests climbs from 10,000 up to 12,000 from 2008 to 2009, i.e., that is an
impressive increase of 20%. In the same period the conflicts reported by the Trasse Schweiz AG for the allocation process in Switzerland increase from 103 to 127.

A detailed discussion of the legal environment of the European railway market can be found in Mura (2006) [164] and Klabes (2010) [129]. In there, all European directives and legal definitions are given as well as various references to the discussed statistics. We will summarize the most important facts; Article 18 of the EU Directive 2001/14/EC contains all relevant deadlines for the capacity allocation process in the European railway system. Of course, some flexibility is given to the national infrastructure managers. They can determine these deadlines within certain tolerances. However, they have to publish them so that they are available to all licensed railway undertakings to establish a fair and open-access market. The main regulations are listed in the following:

▷ The working train timetable shall be established annually.
▷ Infrastructure managers have to declare a specific date and time when the shift of one train timetable to the new one takes place.
▷ The final date for receipt of annual train slot requests must not be earlier than 12 months before the new timetable is operated.
▷ Not later than 11 month before the new timetable is operated the infrastructure managers shall ensure that the international train slot requests have been allocated provisionally.\(^2\)
▷ Four months after the deadline for submission of the annual train slot requests by railway undertakings, a draft timetable shall be prepared.

Furthermore, four types of slot request are to be distinguished:

▷ long term train slot requests,
▷ international train slot requests,
▷ annual train slot requests,
▷ and ad hoc train slot requests.

The planning time horizon, which is the time period between the date when a train request is submitted and the date when the train path request is included into the working timetable, are from 5 up to 15

\(^2\)The allocation of international train slot requests should be adhered to as far as possible, because at least two different national railway infrastructure managers and one railway undertaking are involved.
years in case of long term slot requests. This shall insure reliability for the future planning of railway infrastructure managers and railway undertakings by so called framework agreements. International train slot requests require capacity from at least two different international railway infrastructure providers. Annual train path requests have to be submitted annually to be included into the annual timetable. They can be requested until a deadline that can be determined by the infrastructure manager, usually 8 months before the new timetable is operated. Due to the necessary cooperation between the concerned national infrastructure managers an independent organization, RailNetEurope (www.railneteurope.com), was set up. International train slot requests are directly submitted to RailNetEurope, which is responsible for the coordination between the involved national infrastructure managers.

Ad hoc train slot requests are, as the name already suggest, submitted at short notice. In particular this applies to cargo trains which are planned in a much more flexible way than passenger trains. Such train slots are requested from two weeks to 24 hours in advance. In Figure 8 only the beginning of ad hoc requests concerning the new annual timetable is shown. Ad hoc requests for the actual timetable are of course possible at any time.

Most infrastructure managers already plan suitable train slots, sometimes called system slots, in advance without binding them to a specific railway undertaking. In case of ad hoc slot requests or individual slot requests in the course of the year such anticipated system slots can be assigned. Deciding how much capacity should be reserved a priori for those ad hoc requests is by no means trivial. Of course, this is also done due to the complex planning even for the case of only one additional single slot. We see a huge potential to support this task by optimization models and algorithms. A reliable track allocation model and solver could easily analyze the effect of adding another slot without the price of time-consuming simulation runs. Moreover we will present a general approach that guarantees the re-transformation of the optimization results into the simulation frameworks.

The procedure of capacity allocation is illustrated in Figure 8. The deadlines denoted by $x - 11$ and $y$, as well as the interaction between railway undertakings (RU) and infrastructure managers (IM) can be seen. The first month of operation of the timetable is denoted by $x$. In addition we highlight the stage where the infrastructure managers
have to solve track allocation problems. Of course the international, long term and the annual requests can also be planned at the point of submission, but conflicts at that time are very rare. In the end of the process a working (annual) timetable or track allocation is determined. Therefore, the names train timetabling and track allocation problem are used for essentially the same problem, only the point of view differs. On the one hand, railway undertakings are interested in their accepted slots to offer a suitable timetable for their various purposes. On the other hand, infrastructure managers are interested in a high and stable utilization of the network by the complete allocation of all railway undertakings. Finally, long term, international and annual requests are considered in a draft train timetable at $y+4$. Due to the limited railway infrastructure capacity the occurrence of conflicts is very likely, especially in highly frequented parts or bottlenecks. However, in the
coordination phase of the railway capacity allocation process all conflicts have to be resolved. This is were optimization can significantly support the planning process. Even more is required by most European directives and laws: In Germany §9 passage 5 of the Regulation for the use of railway infrastructure, see Federal Ministry of Transport & Housing (2005) [86], states:

"The network provider has to compare the charges to decide between equally ranked types of traffic under the terms of passage 4. In case of a conflict between two train slot requests the one with the higher charge takes or has priority, in case conflicts between more than two train slot requests the allocation or choice with the highest charge in total takes or has priority." (translation by the author).

In a first step, the infrastructure managers try to resolve the occurring conflicts as best as they can. In particular, slot requests that are involved in conflicts are altered. Of course, when realizing an exact optimization approach with all "degrees of freedom" it can occur that the best decision affects also slots that are not directly in conflict before. In Figure 9 a trivial situation is shown. Each line represents a train run on track \( j \) from left to right, i.e., the boxes on the sides represent the connecting stations. Imagine that the first and the last train (blue) are already scheduled, and the other train (red) requested to run on \( j \) at the depicted time. On the left hand side one can see that only the last two trains are in conflict on \( j \), i.e., the crossing of both lines symbolizes a "crash" at that time. As a result, sticking exactly to the requested times leads to a schedule with maximal two trains. However, on the right hand side one can see a solution that allows to run all trains by choosing slightly earlier departure times for the first ones. In fact, we assume that the slot contracts for the train slots allow for the propagated departure shift, i.e., we choose an arbitrary safety distance to avoid crossings.

This requires the coordination and cooperation between railway infrastructure managers and all those railway undertakings whose train paths need to be altered. Usually at the end of this process a conflict free draft timetable is determined. However, in some cases train slot requests are rejected in the coordination phase. It is clear that there is some discrimination potential and therefore independent agencies are in charge of controlling these procedures, e.g., in Germany
Figure 9: Simple conflict example and re-resolution for track allocation.

Figure 10: Principal methods in the literature for macroscopic timetabling by Caimi (2009) [57].

the Federal Network Agency (Bundesnetzagentur), see http://www.bundesnetzagentur.de.

6.2 Periodic versus Trip Timetabling

Lusby et al. (2009) [159] give a recent survey on the track allocation problem and railway timetabling. Nevertheless we want to enlighten some aspects and present a general classification according to solution methods used by Liebchen (2006) [148] and Caimi (2009) [57]. In Figure 10 the approaches on macroscopic railway timetabling are basically divided into two categories, periodic and non-periodic scheduling.
6.2.1 Periodic Timetabling

Periodic timetables are first and foremost used for passenger traffic. Even if there are some works on quadratic semi-assignment models, e.g., Klemt & Stemme (1988) [131], most authors consider another model, the Periodic Event Scheduling Problem (PESP). It is a powerful and well-studied model for macroscopic scheduling. Serafini & Ukovich (1989) [199] introduced a general version and Schrijver & Steenbeck (1994) [194] applied it at first to train scheduling. Since that time the PESP has been intensively studied and many extensions and variants were presented, see Odijk (1997) [169], Lindner (2000) [154], Kroon & Peeters (2003) [141], Kroon, Dekker & Vromans (2004) [142], and Liebchen & Möhring (2004) [150]. The PESP model was successfully applied as the core method for the generation of the 2005 timetable of the Berlin underground, see Liebchen (2006) [148] and Liebchen (2008) [149], and for the generation of the 2007 railway timetable in the Netherlands Kroon et al. (2009) [140]. Furthermore commercial software, e.g., TAKT, see Nachtigall & Opitz (2008) [165], based on the PESP model was developed and entered the market. The degrees of freedom for PESP are on a global interacting level between the trains. It is always assumed that the route or path is already decided, i.e., all headway parameters are calculated under this fixed assumption, as well as the connection times inside the stations. Furthermore it is expected that all trains can be scheduled with respect to their frequencies, otherwise the complete problem is stated to be infeasible. This disadvantage of the model formulation was for a long time negligible due to sufficient capacity for appropriate scenarios. Obviously from an optimization point of view this has to be revisited and at least feedback on locals conflicts has to be given, which is one particularity of TAKT.

Recent research work focuses on the integration of robustness aspects, see Odijk, Romeijn & van Maaren (2006) [170], Kroon et al. (2006) [139], Cacchiani et al. (2008) [53], Liebchen et al. (2009) [152], Liebchen et al. (2010) [153], and Fischetti, Salvagnin & Zanette (2009) [91] as well as integration of flexibilities to improve the interaction between macroscopic and microscopic scheduling, see Caimi (2009) [57] and Caimi et al. (2007) [59]. The contributions of Caimi (2009) [57] are mainly in the area of integrating and improving the interaction between microscopic and macroscopic models for planning passenger traffic. The idea and goals can be found in Burkolter, Herrmann & Caimi (2005) [48]. For example the extension of the PESP to flexible event
times (FPESP) allows for more degrees of freedom in the subsequent microscopic scheduling.

The (passenger) timetable itself is the core of all railway activities. From a historical and from a customer point of view national railway operators offer almost exclusively periodic timetables for passenger traffic. On the one hand this is much easier to remember and recall for passengers and on the other hand the whole process of determining a valid timetable becomes much easier, i.e., the planning of all system-oriented components like infrastructure, rolling stock and crews. Furthermore most people expect symmetric transport chains, if they make a round trip. An historical overview is given in Figure ??, which demonstrates the dominance in European subway and railway systems today. Summarizing, a periodic timetable is easy to use, easy to understand, and easier to operate.

However, Borndörfer & Liebchen (2007) [28] showed in a theoretical work that periodic timetables can become inefficient compared to trip timetables from an operator point of view. Sub-optimality and inefficiency of periodic timetables are accepted and well known. Even more specializations such as synchronized periodic timetables (ITF) are popular in practice and usually used for passenger traffic. A synchronized periodic timetable is a periodic timetable that additionally provides reasonable transfer times at certain stations.

In our rapid growing information society the reasons for periodicity could become negligible in the future. The development in traffic engineering of traffic management systems will bring more and more helpful real-time information to the passengers as well as to the operators. The necessity of easy manageable timetables will then cease to apply in the future. If an acceptance for non-periodic and fully individual or demand dependent timetables increases, railway operators could offer much more efficient timetables. A trend which can already be observed for large public events in sports, music and so on. Deregulation and competition will assist this development as well.

In a future world of full and real-time available information passengers will not be insistent that trains have to be scheduled with a fixed cycle period. More important will be that the timetable covers the demand efficiently and reliably. The frequency in peak hours has to be higher, but it will not be mandatory that departure and arrival times will follow an exact periodic pattern as long as enough connections are provided. The service quality experienced by the passenger depends more on the
reliability of the service, i.e., the deviation between expected waiting times and real waiting times.

Let us discuss timetabling from a passenger traffic perspective. The line planning determines passenger lines with their frequencies for different demand periods, i.e., the lines can be different in peak hours or on weekends. The task of timetabling is now to define exact arrival and departure times, e.g., in minutes, at each station of the lines. It is clear that the requirements and constraints are somehow different to the ones of freight traffic, especially in contrast to long-distance railway services. Passenger trains have, in general, a fixed stopping pattern with respect to the line definition and of course a tight dwell time interval to fulfill. One the one hand maximum dwell times are needed to offer passengers fast services. On the other hand they have to be at least large enough to allow for transfers, i.e., desired and favorite connections of different lines at certain major stations. For freight railway traffic the situation is different and other aspects mainly affect the service quality, e.g., required arrival times at certain stations and long possession times are needed to perform shunting and loading activities. The costs for a freight train are much more unpredictable due to the fact that braking, unforeseeable stops and acceleration have a huge effect on the energy consumption and the total running time.

6.2.2 Non periodic Timetabling

For networks where freight traffic is predominant and for freight traffic in general non-periodic macroscopic timetables are broadly used. Already in the 1970s Szpigel (1973) [206] studied this problem and proposed a mixed integer programming formulation. Later many techniques like constraint programming by Silva de Oliveira (2001) [201], Oliveira & Smith (2001) [171], and Rodriguez (2007) [183], artificial intelligence approaches by Abril, Salido & Barber (2008) [2], and resource constrained formulations by Zhou & Zhong (2007) [217] were applied. Problem or even case specific heuristic approaches were developed, e.g., Cai & Goh (1994) [55], Cai, Goh & Mees (1998) [56], Higgins, Kozan & Ferreira (1997) [115], Dorfman & Medanic (2004) [76], Ghoseiri, Szidarovszky & Asgharpour (2004) [98], Semet & Schoenauer (2005) [198], Lee & Chen (2009) [146], and Zheng, Kin & Hua (2009) [216]. However, the most popular and successful solution approaches are integer programming based formulations as proposed in the seminal works of Brämlund et al. (1998) [44] and Caprara et al. (2006) [63]. The most
important advantage of exact optimization approaches is that in addition to solutions also a guarantee on the solution quality is given. This allows for precise estimations on optimization potential for the various planning challenges.

Freight transportation is innately non-periodic – a large number of operated freight or cargo trains are even not known at the beginning of the timetable planning process. Only for some standardized types of cargo trains slots will be allocated or reserved - later these slots will be assigned to the real operating trains and an adaption of the schedule has to be done. The reason is that the exact weight and length of a train, which is committed only a short period before the day of operation, is needed to compute realistic running times. Thus, this can lead to some minor changes of the scheduled departure and arrival times of these trains and probably also for other trains due to safety margins and headway times. Modeling the railway safety system will be described in detail in Chapter II.

One of the earliest publications on the optimization of trip train schedules is from Szpigel (1973) [206]. The focus of his work is a long single track railroad in eastern Brazil which is used by trains to transport iron ore in both directions. The line is divided into a number of track sections, with each track section linking two stations. In stations additional tracks are available to allow trains to stop or overtake each other. The main contribution of the author is to identify strong similarities between train scheduling problems and the well known job-shop scheduling problem. In the train scheduling context trains can be seen as jobs. They require the use of several track sections, that are the machines, to complete their designated route. To prevent track sections from hosting more than one train operation at any given time ordering constraints are introduced. Finally, he solves the problem with a branch and bound approach until reaching a feasible meet and pass plan. Nowadays we would call this method a lazy constraints approach that ignores the ordering constraints in the linear relaxation and then branch if the solution contains trains in conflict. However, models and techniques presented in that work for a simple single line are the basis of considering complicated routing situations.

Later enumeration based methods were used by Sauder & Westerman (1983) [185] and Jovanovic & Harker (1991) [125] to construct feasible meet and pass plans based on a MIP approach. To the best of our knowledge the model and algorithm of Jovanovic & Harker (1991)
[125] was the first one, which leads to a software system that already includes a simulation module to work with reasonable times for the train movements.

Carey & Lockwood (1995) [65] consider an almost identical network to that of Szpigel (1973) [206], but propose a different modeling and solution approach. The authors present a large MIP formulation similar to that of Jovanovic & Harker (1991) [125]. Each binary decision variable controls the order of a pair of trains on a given track section.

Cai & Goh (1994) [55] propose a simple greedy heuristic for the same problem. The heuristic considers trains in chronological order and assumes that the start time and location are known. Later in Cai, Goh & Mees (1998) [56] the authors extend their work to the case that the initial location of a train is fixed. A successful implementation of the algorithm is reported for an Asian railway company, where up to 400 trains run per day with as many as 60 trains in the system at any given time.

Brämlund et al. (1998) [44] introduce the notion of packing constraints to restrict the number of trains using any track or block section to at most one instead of control the order explicitly. This work can be seen as the first resource based model approach to the track allocation problem. The authors propose a set packing integer programming formulation to solve the problem for a bidirectional single line connecting 17 stations in Sweden. An acyclic time-space network consisting of different arc types is used to model each train’s movement. Paths in the time-space network reflect different strategies for the associated train to complete its itinerary. The scheduling horizon is discretized into intervals of one minute each. The objective is to maximize the profits of the scheduled trains with a penalty for unnecessary waiting times. The author suggests to solve the problem with Lagrangian relaxation techniques. After relaxing all packing constraints the problem decomposes into $n$ independent subproblems where $n$ is the number of trains. To construct integral solutions a train priority based heuristic is used and performs well for the considered instances, i.e., solutions with an optimality gap of only a few percent are reported. A comprehensive survey of optimization models for train routing and scheduling up to the year 1998 is given by Cordeau, Toth & Vigo (1998) [70].

Caprara et al. (2001) [61] and Caprara, Fischetti & Toth (2002) [62] further developed the graph theoretical formulation using an event activity digraph. In addition the authors proved that the classical stable
set problem can be reduced to TTP, such that the problem is $\mathcal{NP}$ hard. Indeed, the optimal track allocation problem can be seen as a problem to find a maximum weight packing with respect to block conflicts of train routes in a time-expanded digraph. This framework is fairly general, see further articles by Cacchiani, Caprara & Toth (2007) [52], Cacchiani, Caprara & Toth (2010) [54], Fischer et al. (2008) [90] and Cacchiani (2007) [51] for comprehensive discussions how such a model can be used to deal with various kind of technical constraints.

Finally, Table 2 lists the sizes of the largest instances solved so far by the various authors. The research of Fischer et al. (2008) [90] and Fischer & Helmberg (2010) [89] focus primarily on solution techniques for relaxations of the problem, i.e., we marked scenarios for which only heuristic solutions are reported. However, a fair comparison is not only complicated by the different scale of the models. In particular, Lusby (2008) [158] and Klabes (2010) [129] consider microscopic railway models. In fact, several additional parameters determine the degrees of freedom and the computational tractability of any TTP instance. Here is a short list of the most important ones:

- routing possibilities within the network,
- discretization of time,
- selection of train types,
- options for running times,
- time windows of arrival and departure events,
- complexity of the objective function,
- and flexibility to let trains stop and wait.

### 6.2.3 Conclusion

We conclude with the vision that train schedules will be become more and more flexible in the near future. Information systems and state of the art optimization techniques will allow track allocation problems to be solved for real world application. Hence, infrastructure managers will be able to improve the solutions of the coordination phase. More scenarios can be handled and additional cargo requests or ad hoc request will be answered much faster. That will lead to a more efficient utilization of the infrastructure. Even a completely different handling and marketing process of ad hoc requests is imaginable to take advantage of the new allocation possibilities. Furthermore, railway operators will be able to react faster on major demand changes in passenger
transportation, i.e., the offered timetable will be more flexible. One prediction, for instance, is that innovative railway infrastructure managers will be able to construct creative solutions and hence, will be able allocate “more” train slots. As a result railway operators will more and more rely on ad hoc slots and also become more flexible in designing their timetables and their operations. However, we propose that the railway system needs some time to implement this flexibility. We rather assume that primarily railway infrastructure managers will use mathematical optimization models to evaluate more strategic and tactical planning questions concerning track allocations.

The highly dynamic aviation environment is the perfect role model of a free market, where the competitors have to satisfy the customers demands and have to anticipate innovation potential - otherwise the competition will squeeze them out of the market. The ongoing European liberalization of railway traffic will support this process. It is not clear that this process can be successfully finished and “real” competition will be introduced – however railway transportation has to find its way to establish efficient offers to compete with the other transportation modes. The integration of state of the art mathematical modeling and optimization techniques can immediately support the allocation process of railway capacity.
6.3 Microscopic versus Macroscopic Models

The level of detail of a railway infrastructure or operation model depends on the quality and accuracy requirements for generating appropriate results and, of course, on the availability and reliability of the data. For long term and strategic planning problems high accuracy data is often not manageable, might not exist or can not be provided on time without causing expenditure, e.g., Sewcyk (2004) [200]. In addition it makes no sense to deal with highly detailed railway models, if the question to answer will relate only on some parameters. A prominent example is timetable information where neither the railway infrastructure or the rolling stock have to be observed precisely. Moreover formal and legal reasons might prohibit free access to highly detailed infrastructure data that are classified as essential facilities by some European railway infrastructure managers. These are reasons why models of different scale has been established:

- **Microscopic models** require high detailed data to produce reliable and high quality results, i.e., for running time calculation and the simulation of timetables and railway operations.
- **Mesoscopic models** are produced if no microscopic data is available, standard assumptions are made for missing microscopic elements. They are used in most eastern European countries that do not want to put a lot of effort in generating and maintaining a microscopic database.
- **Macroscopic models** embrace coarse and aggregated structures; real-world applications are vehicle circulation, long term traffic planning, strategic infrastructure planning, and travel information systems.

Obviously, optimization on a microscopic level is still inconceivable due to the enormous size and granularity of the data. Even more, it is not necessary because the decision to run a train or let a train wait can be done on a macroscopic level that is based on microscopic evaluations. For example, all macroscopic running times are deduced by microscopic simulation data, assuming a standard acceleration and braking behavior of the standard train compositions. Thus all relevant switches, inclines, curves or other velocity impacts are considered implicitly.

The literature has suggested a number of top-down approaches, e.g., Klemenz & S.Schultz (2007) [130] and Caimi (2009) [57]. In a top-down approach to model railway systems an overview of the entire system is
first formulated, specifying but not detailing any “real” sub-systems. A top-down model is often specified with the assistance of “black boxes”. However, black boxes may fail to elucidate elementary mechanisms to realistically validate the model. Solving track allocation problems is only useful if the railway system is modeled precisely with respect to resource consumptions, i.e., the calculation of running and headway times must be incorporated in detail.

The focus of Chapter II will be to develop a novel bottom-up approach for automatic construction of reliable macroscopic railway models based on very detailed microscopic ones. We will start with a realistic microscopic railway model that indeed might be too large to be solved in reasonable time to optimality. However, this model could be simplified and aggregated by well defined rules and error estimations, i.e., running and headway times are incorporated almost exactly. This approach turns out to be more reliable and thus more convincing than contrary top-down approaches that try to integrate more and more details in weak and questionable base models.

7 Rolling Stock Planning

The goal of the rolling stock planning, the vehicle scheduling problem or the aircraft rotation problem is to find a cost minimal assignment of rolling stock, vehicles or aircrafts to the trips stemming from the timetabling. Input for the rolling stock planning are the timetabled trips and the possible deadhead trips of the vehicles, the rolling stock or the aircrafts. The timetabled trips are the trips that transport passengers. Deadhead trips give the possible concatenation of timetabled trips into rotations. The set of timetabled trips and deadhead trips together is simply called trips. Each trip has a start- and end-time and a start- and end-location, further we need to know the length and the driving time of each trip. The problem naturally give rise to a rolling stock scheduling graph. That is a standard event activity digraph representing space and time. In the following we want to discuss the special problem of vehicle scheduling (VSP) in urban public transport. The cost of a vehicle schedule is composed of a fixed cost per used vehicle, cost per driven distance, and cost per time away from a depot of a vehicle.
An extensive literature survey of the VSP until 1997 can be found in Kokott & Löbel (1997) [135], Kliewer, Mellouli & Suhl (2006) [132], and Steinzen et al. (2010) [203].

The set of available vehicles is called a fleet. The maximum number of vehicles used can be a constraint of the VSP or be part of its result. Each vehicle has a unique vehicle type. Typical vehicle types in case of bus traffic are standard bus, double decker, or articulated bus. Each vehicle type has a set of characteristics which is relevant for the planning process, such as the number of seats, an average speed, minimum maintenance intervals, or maximum length of covered distance without refueling. Not all vehicle types are able to service all trips. For instance, long buses cannot go around narrow curves, double deckers may not pass low bridges, or a larger bus is preferred for trips with high passenger volume. Each vehicle of a fleet is associated with a unique garage at a certain location. Each garage contains vehicles of varying types in certain quantities. We call a vehicle type/garage combination a depot. We may have a maximum number of vehicles of certain types per garage or in total. These numbers are called capacities of the depots or vehicle type capacities. Obviously, similar restrictions are given in case of planning aircraft rotations or rolling stock rotations.

A rotation, sometimes also called block, is an alternating sequence of deadhead and timetabled trips that begins and ends in the same depot. Rotations can be combined to courses. A course is a set of rotations that can be driven by a single vehicle. We call a set of courses that covers all timetabled trips a vehicle schedule.

State of the art solution methods for large real-world instances of the vehicle scheduling problem are either based on Lagrangian relaxation heuristics, see Kokott & Löbel (1997) [135], or by heuristic preprocessing and solving the resulting problem by standard MIP solvers as proposed by Kliewer, Mellouli & Suhl (2006) [132]. Finally, Figure 11 shows a partial vehicle scheduling graph for a rolling stock scenario, i.e., only the passenger trips are visualized as arcs in a standard week.

8 Crew Scheduling

The crew scheduling problem arises not only in railway traffic, but also in urban public transport and airline transportation. From a practical point of view these problems may all differ in their structure, needs,
rules and especially their sizes. From a theoretical mathematical point of view they can be formulated as a general model and solved by equivalent techniques with a proven optimality gap for almost all practical relevant sizes - even for very large scale instances.

That is one reason why we will discuss this problem in the following paragraphs. Another one is that the author gathered many valuable experiences in solving large-scale airline crew scheduling problems in practice. The corresponding mathematical optimization model and some key constructions are shown in detail. Finally, the general algorithmic solution approach is presented.

### 8.1 Airline Crew Scheduling

We refer to Barnhart, Belobaba & Odoni (2003) [20] for an overview on airline optimization in general and on airline crew scheduling. Operational cost for crews are a huge cost factor for every aviation company in the world. Complex rule systems by the government as well as by specific labor unions, home-base capacities and balancing requirements to support the subsequent rostering process lead to very large scale combinatorial optimization problems. The goal is to find a cost minimal set of duties which cover all relevant legs, i.e., the planned flights of the airline, and fulfills all home-base capacities.
We denote the set of relevant legs by $\mathcal{T}$ and the set of home-bases, that are locations of available crews, by $\mathcal{H}$. We partition all possible duties or *crew pairings*, as it is called in the airline industry, with respect to their home-bases, i.e., the start and end location of a pairing must be the same. Let $\mathcal{P}$ be set of all pairings with $\mathcal{P} = \bigcup_{h \in \mathcal{H}} \mathcal{P}_h$.

### 8.2 Crew Scheduling Graph

The crew scheduling problem can be described in terms of an acyclic directed network $G = (V, A)$. The nodes of $G$ are induced by the set of *timetabled flights*, in railway or bus application by the set of timetabled trips. These are tasks $t \in \mathcal{T}$ that has to be performed by personnel in a feasible crew schedule. Additionally there are nodes $s$ and $t$, which mark the beginning and the end of pairings; called sink and source nodes of $G$. Supplementary tasks can also be considered in $G$, such as flight transport, also called deadheads, or ground transport. We will later discuss how to handle them implicitly a posteriori.

The arcs $A$ of $G$ are called links; they correspond to possible direct concatenations of tasks within pairings. In addition there are artificial links that model valid beginnings or endings of pairings. An arc $(u, v) \in A$ represents the consecutive processing of task $v$ after $u$ by a pairing, therefore local rules with respect to time and location, e.g., minimal transfer times or ground times, can be handled by the construction of the graph, i.e., by the definition of the arc set. However, most of the pairing construction rules concern the complete pairing, such as maximal landings per pairing, minimal and maximal flight time, minimal number of meal breaks and many more. We denote by $\mathcal{R}$ the set of consumption rules and $U_r$ the upper limit. An easy example for such a graph is given in Figure 12.

Each feasible pairing corresponds to a path in $G$. Unfortunately, some paths may violate the construction rules, i.e., assume in example graph shown in Figure 12 a maximal number of landings of at most two, then the path $p = \{(s, A - B), (A - B, B - C), (B - C, C - A), (C - A, t)\}$ is infeasible. We will come back to details on pairing generation in Section 8.5 after formulating the crew scheduling problem as an set partitioning problem.
8.3 Set Partitioning

We introduce a binary decision variable $x_p$ for each pairing $p \in \mathcal{P}$, which is 1 if pairing $p$ is chosen or 0 otherwise. To each pairing, which is nothing other than a sequence of tasks (and additional elements like deadheads, ground transports, meal breaks etc.) We denote by $c_p$ a cost value. If we have restrictions on the number of available crews on a home-base $h$, we introduce a so called base constraint and an upper bound $\kappa_h$. Obviously, this is the most simple case of a base constraint. There are much more complex rules per day and per pairing type or even balancing requirements which can be handle in reality. Although this leads to base constraints, we skipped the details on that for simplification. We refer to Borndörfer et al. (2005) [33], there the definition of general linear base constraints with arbitrary coefficients is shown in detail to synchronize crews by using base constraints. In addition, we report in that paper on the solution of real world instances for crew scheduling with some thousands tasks. Moreover, our algorithmic kernel has been integrated in the planning system NetLine/Crew of the software company Lufthansa Systems GmbH. In Figure 13 a screenshot of the planning tool NetLine/Crew of Lufthansa Systems GmbH can be seen.
The objective function (i) minimizes the sum of pairing costs. Constraints (ii) ensure that each task $t \in T$ is covered by exactly one pairing $p$. To ensure feasibility, we can assume that there is a “slack” pairing type with single-leg pairings of high cost $M$.

Sometimes it is also possible to relax these to covering constraints. This allows more than one pairing to contain each task. Then in a post-processing step the decision of which crew really processes the task and which is only using it as a flight transport has to be taken.
But we want to point out that this can only be done if this change does not violate the pairing construction rules, e.g., a number of maximal flight transports can not be controlled anymore and may be violated. That no homebase capacity \( \kappa_h \) will be exceeded, is guaranteed by constraints (iii). Finally, we require that each variable \( x_p \) is integer to get an implementable crew schedule.

### 8.4 Branch and Bound

Ignoring the integrality constraints (SPP) (iv) will lead to a well known, linear programming relaxation, which we denote by (MLP). This model is used to derive a strong lower bound on the optimal value. Unfortunately, the solution of the relaxation can and will probably be fractional so that we have to divide the problem into several subproblems. The construction of the branches has to ensure that the optimal solution of (SPP) will be feasible in at least one new subproblem. The linear relaxation bound of the subproblems can only increase due to the new domain restrictions. A good branching decision is a crucial point in solving integer programs, i.e., for (SPP) constraint branching, proposed by Foster & Ryan (1991) [92] is much more effective than single variable branching. Another successful branching rule for these kind of problems is to choose a large subset of variables to fix to one based on perturbation techniques, see Marsten (1994) [160], Wedelin (1995) [211] and Borndörfer, Löbel & Weider (2008) [37]. This can be seen as diving heuristic trying to evaluate different parts of the branch and bound tree in a strong branching flavor to detect a so called main branch. In Chapter III and Section 3, we will highlight this idea in more detail and utilize it to solve large scale track allocation instances.

### 8.5 Column Generation

Unfortunately, the number of possible pairings \( p \in \mathcal{P} \) is too large, even to write down the model (MLP). Only for a small number of tasks to cover it may be possible to enumerate all pairings. However, we can solve this optimization model by using a sophisticated technique called column generation. The idea was first applied to the crew pairing problem by Barnhart et al. (1998) [18] and is as simple as effective. Let us therefore recapitulate the main steps of the simplex algorithm to solve linear programs. During the simplex algorithm a solution of a
Figure 14: General column generation approach to solve LPs with a large column set.

A linear program will only be improved if a non-basic variable with negative reduced cost can be added to the basis (in case of a minimization problem). This pricing step can also be done without constructing all variables or columns explicitly. Let us start with an appropriate subset of variables, then the linear relaxation, denoted by restricted master (RMLP), is solved to optimality. Only a non-considered variable can improve the current solution of the relaxation - if we can show that there is no variable left with negative reduced cost; we have proven optimality for (MLP) without even looking at all variables explicitly. Due to the fact that we add the necessary variables, columns of (RMLP), step by step this procedure is called dynamic column generation. The success and efficiency of such an approach is closely related to the complexity and capability of solving the pricing step in an implicit manner.

Denoting by \((\pi, \mu)\) a given dual solution to (RMLP), where \(\pi\) is associated with the partitioning (MLP) (ii) and \(\mu\) with the (home-)base constraints (MLP) (iii), the pricing question arising for the master problem (MLP) is:
\((PRICE)\) \(\exists h \in \mathcal{H}, \bar{p} \in \mathcal{P}_h : \bar{c}_{\bar{p}} = c_{\bar{p}} - \sum_{t \in \bar{p}} \pi_t + \mu_h < 0.\)

We assume that \(c_{\bar{p}} = \sum_{a \in \bar{p}} c_a\). As all pairings end in the non-leg task \(t\), we can define the reduced cost of an arc \((u, v) \in A\) w.r.t. \((\pi, \mu)\) as

\[ c_{(u, v)} := \begin{cases} c_{(u, v)} - \pi_v & v \in \mathcal{T} \\ c_{(u, v)} + \mu_h & v = t. \end{cases} \]

The pricing problem to construct a pairing of homebase \(h\) (and type \(k\)) of negative reduced cost becomes a constrained shortest path problem in the acyclic digraph \(G = (V, A)\) (restricted to homebase \(h\) and rule set of type \(k\)):

\((RCSP)\)

\[
\begin{align*}
\text{(i)} & \quad \min \sum_{a \in A} c_{a} x_{a} \\
\text{(ii)} & \quad \sum_{a \in \delta_{\text{out}}(v)} x_{a} - \sum_{a \in \delta_{\text{in}}(v)} x_{a} = \delta_{st}(v), \quad \forall v \in V \\
\text{(iii)} & \quad \sum_{a \in A} w_{a}, x_{a} \leq U_r, \quad \forall r \in \mathcal{R} \\
\text{(iv)} & \quad x_{a} \in \{0, 1\}, \quad \forall a \in A
\end{align*}
\]

Here, \(\delta_{st}(v) = 1\) if \(v = s\), \(\delta_{st}(v) = -1\) if \(v = t\) and \(\delta_{st}(v) = 0\) otherwise.

We solve this problem using a branch-and-bound algorithm similar to Beasley & Christofides (1989) [22], using lower bounds derived from a Lagrangian relaxation of the resource constraints (RCSP) (iii), see Borndörfer, Grötschel & Löbel (2003) [32] for more details on the dynamic program. In addition, we used “configurable” classes of classical linear resource constraints and cumulative resource constraints with replenishment arcs. We can handle most pairing construction rules directly by multi-label methods. Irnich & Desaulniers (2005) [120] and Irnich et al. (2010) [121] gives a recent survey on resource constrained shortest path problem and how to tackle them in a column generation framework. Some rules, however, are so complex that these techniques would become unwieldy or require too much customization. For such cases we used a callback mechanism, that is, we ignore the rule in our pricing model, construct a pairing, and send it to a general rule verification oracle that either accepts or rejects the pairing. This can be seen as adding additional resource constraints for infeasible paths in an
dynamic cutting plane manner. Let $|P|$ be length of $p$ and $\mathcal{P}$ a set of forbidden paths, then

$$(\text{iii-b}) \sum_{a \in p} x_a \leq |P| - 1, \forall p \in \mathcal{P}.$$ 

ensures feasibility of the paths, so that a one to one correspondence to pairings is reached. Even if this allows for a general application, we want to point out explicitly that such rules slow down the pricing routine. Therefore, we recommend to avoid such unstructured rules if possible.

8.6 Branch and Price

The optimal solution value of (MLP) is a global bound on the optimal value of the model (SPP). If we unfortunately get a fractional solution variable $x_p$, we must branch and apply a divide and conquer technique to ensure integrality. This is the state of art and standard technique to solve mixed integer programs (MIPs), see once again Achterberg (2007) [3]. In addition to the standard preprocessing techniques, branching rules, node selections, heuristics, and cutting plane procedures, we have to resolve the LP-relaxation of the subproblems induced by the branching or in other words fixing decisions. In contrast to standard or static MIP solving we have to keep in mind that in our new branches some non-generated variables are possibly required to solve these subproblems to optimality. In addition, we have to ensure that the branching decisions so far are respected. Hence, we have to enrich the standard pricing of variables with a dynamic procedure that respects the fixing decisions as well, i.e., the branch on $x_p = 0$.

Added together this leads to an exact approach, so called branch and price algorithm, to solve large scale MIPs to optimality. For practical instances this may be too time consuming and even not appropriate because getting a feasible good solution in acceptable time is more important in practice than proving optimality. Solving the restricted variant of the (SPP) via branch and bound only will lead to poor solutions. Therefore, pricing is required in some branch and bound nodes to “complete” the solution and to generate “undesirable” pairings, i.e., from a cost or dual perspective, in the end. This real-world requirement can be achieved by powerful problem adaptive heuristics, which only perform pricing in several promising nodes of the branch and bound
tree. Hence, a global guaranteed bound and optimality gap can still persist.

8.7 Crew Composition

A main difference to duty scheduling in public transport or railway transport is that for airline crew scheduling complete crews must be considered, i.e., each leg has to be covered by at least two pairings. However, the rules and costs are quite different due to varying contracts and responsibilities, i.e., cockpit crews are paid higher than the cabin crews. Furthermore, the number of required members of the cabin crew can differ from flight to flight. This could lead to noteworthy savings but also to inhomogeneous pairings. Of course an aviation company wants to have homogeneous pairings to increase the stability of the schedule. In case of unavoidable disturbances and cancellations a schedule with constant crew compositions seems to be more stable and recoverable, because only this crew is affected from disturbances.

To handle this “regularity” requirement, we did some preliminary computational experiments for an straightforward sequential approach by using the introduced standard model (SPP), see Borndörfer et al. (2005) [33]. In a first step the major cost component which is the cockpit crew is minimized. After this, these pairings were set as “desired ones”, if they are still valid for the other crew part, or at least new ones are preferred to be as similar as possible to the fixed one of the cockpit. In a second step we re-optimize the cabin pairings using model (SPP) with respect to the adapted cost function and cabin rules. This sequential approach produces homogeneous solutions for cockpit and cabin crew very fast. Potthoff, Huisman & Desaulniers (2008) [177] successfully used similar ideas and models for re-scheduling of crews at the operational stage. From our point of view, an integrated model for cabin and cockpit crew is only required if the cost structure changes significantly.
Chapter II

Railway Modeling

In this chapter we describe techniques to model railway systems with different granularities of the underlying railway infrastructure. In a so-called microscopic representation of the railway system almost all technical details are considered. The analysis of very detailed models can lead to more reliable conclusions about the railway system. Therefore microscopic models are basically used to evaluate timetables via railway simulation systems, i.e., to respect the safety system exactly. The disadvantage of very detailed models is the vast amount of data that needs to be acquired and processed. Even more computational capabilities and data management reach their limits.

M. Soukup wrote in a Swiss newspaper article, in the Sonntagszeitung from 24.08.2008, about the new planning system NeTS:

“Since 21. July 2008 the first 50 SBB schedulers have been developing the timetable for 2010 using the new system. By the date of the changeover to the new timetable on 12. December 2009, 500 more people will be working with NeTS. Huge amounts of information are currently being entered into the system. For example, when the IC828 train leaves Zurich at 3pm heading for Bern, the timetable schedulers must first take into account around 200 parameters, including the time of day, the rolling stock, the type of train, the length of the train, the length of the route and conflicts when entering and leaving stations. Extrapolated up to cover the whole timetable, this means that NeTS processes around 3.6 billion pieces of information and needs between 500 and 700 gigabytes of storage space.”

To approach this problem, macroscopic models are developed that simplify and aggregate the railway infrastructure representation. Main
application of macroscopic models are timetable information systems. One goal of this work is to extend the usage of macroscopic models to capacity allocation. Therefore we define microscopic railway infrastructure resources and their macroscopic counterparts. The challenge is to specify a reduced and manageable model which sustains the core of the system at the same time. A classification and comparative discussion of railway infrastructure models can be found in Radtke (2008) [180].

The major contribution of this chapter will be the development a bottom-up approach to construct a macroscopic model which conserves resource and capacity aspects of the considered microscopic railway system, i.e., resulting in the tool \texttt{netcast}. Such formalized and aggregated models can be tackled by optimization methods, especially integer programming. The main concept of this Micro-Macro Transformation is shown in Figure 1.

This will be the topic of the next chapter. A highlight will be the evaluation of the proposed network simplification and an aggregation method on real world data as presented in Borndörfer et al. (2010) [42]. Furthermore, we establish the theoretical background in Schlechte et al. (2011) [190] to quantify the quality of the resulting macroscopic model. The essential task is here to analyze the information loss and to control the error caused by the Micro-Macro Transformation.

Most that will be presented in this chapter is joint work with Ralf Borndörfer, Berkan Erol and Elmar Swarat. It is based on several discussions with researchers from institutes on railway transport, railway operations and operations research, as well as railway experts from different railway undertakings and infrastructure providers.
Let us name some of them here: Sören Schultz, Christian Weise, Thomas Graffagnino, Andreas Gille, Marc Klemenz, Sebastian Klabes, Richard Lusby, Gabrio Caimi, Frank Fischer, Martin Fuchsberger, and Holger Flier. In particular we want to thank: Thomas Graffagnino from SBB (Schweizerische Bundesbahnen) who provided us real world data and explained us a lot of technical issues, Martin Balser who points out and contributed to the rounding and discretization aspects, and Daniel Hürlimann and his excellent support to the simulation tool OpenTrack.

To establish an optimization process to the allocation of “railway capacity”, we first have to define capacity and derive a resource based model for a railway system in an appropriate way. Railway capacity has basically two dimensions, a space dimension which are the physical infrastructure elements as well as a time dimension that refers to the train movements, i.e., occupation or blocking times, on the physical infrastructure.

A major challenge of both dimensions is the granularity, the potential size, and the arbitrary smooth variation of time. Figure 2 shows the rather small German station Altenbeken in full microscopic detail, i.e., with all segments, signals, switches, crossovers, etc.

Railway efficiency and the capacity of railway networks are important research topics in engineering, operations research, and mathematics for several decades. The main challenge is to master the trade-off between accuracy and complexity in the planning, optimization, and simulation models. Radtke (2008) [180] and Gille, Klemenz & Siefer (2010) [100] proposed the use of both microscopic and macroscopic models. They applied microscopic models for running time calculations and the accurate simulation of railway operations, and macroscopic models for long term traffic and strategic infrastructure planning. In a similar vein, Schultze (1985) [195] suggested a procedure to insert train slots according to predefined priorities in a first step, and to test the reliability of this timetable in a second step by simulating stochastic disturbances. An alternative approach to determine the capacity of a network are analytical methods. They aim at expressing the railway efficiency by appropriate statistics, e.g., the occupancy rate. There exist two different approaches: The first is the handicap theory by Potthoff (1980) [178]; it is based on queuing models. The second uses probabilistic models to compute follow-on delays; it is mainly based on the work of Schwanhäußer (1974) [196]. He also introduced the important concept of section route nodes to analyze the performance

The chapter is organized as follows. In Section 1 we will recapitulate and describe microscopic aspects of the railway system, to establish a definition of resources and capacity, see Landex et al. (2008) [145]. In the literature several approaches work directly on a microscopic level with the disadvantage that only instances of small size can be handled, see Delorme, Gandibleux & Rodriguez (2009) [74]; Fuchsberger (2007) [94]; Klabes (2010) [129]; Lusby et al. (2009) [159]; Zwaneveld et al. (1996) [220]; Zwaneveld, Kroon & van Hoesel (2001) [221]. Nevertheless, on a planning stage it is not possible to consider all these details and also not necessary. Hence, the main goal for a macroscopic model is to evaluate different timetable concepts or infrastructure decisions on a coarse granularity. Only recently approaches were developed to tackle larger corridor or even network instances. In Caimi (2009) [57] a top-down approach is presented and used to handle the complete Swiss network by a priori decomposition of the network into different zones. In contrast to that, we present a bottom-up approach to define a macroscopic railway model in Section 2. The introduced transformation from the microscopic to macroscopic view is described in detail, analyzed with respect to the discretization error, implemented as a tool called netcast, and successfully evaluated on real world scenarios, e.g. the Simplon corridor see Erol (2009) [84]. On the one hand these models are precise enough to allow for valid allocations with respect to blocking times, on the other hand they are simplified and aggregated to a coarse level, which allows for solving large scale optimization instances.

1 Microscopic Railway Modeling

Railway traffic is a high-grade complex technical system, which can be modeled in every detail. This is necessary to ensure that each microscopic infrastructure element, i.e., block segment, is occupied by at most one train at the same time. State of the art simulation systems provide accurate estimations of running times with respect to such a precise microscopic model. The time period, when a train is physically using a block section, is called running time. Microscopic data is for
example incline, acceleration, driving power, power transmission, speed limitations, signal positions.

In this section, we define all needed microscopic elements and data as well as all macroscopic objects. This work was done in a close collaboration with the SBB, who provided data for the scenario of the Simplon corridor, see Borndörfer et al. (2010) [42]. In Figure 5 the microscopic infrastructure of the Simplon area based on the simulation tool OpenTrack, see OpenTrack [172], is shown. The microscopic network consists of 1154 nodes and 1831 edges.

The input for Netcast is the microscopic infrastructure network that is modeled by a graph \( G = (V, E) \). OpenTrack uses a special graph structure where the nodes are so called double-vertices, that consist of a left and a right part. A convention in OpenTrack is that if a path in \( G \) enters a node at the left end it has to leave at the right or vice versa. This ensures that the direction of the train route is always respected and no illegal turn around at switches is done on the way. Figure 3 shows an example of a double-vertex graph from OpenTrack. Montigel (1994) [163] proposed this concept to describe microscopic railway networks. Figure 4 shows a straightforward transformation of a double vertex graph to general directed graph.
Every railway edge $e \in E$ has some attributes like maximum speed or incline. A node $v \in V$ is always defined, if one or more attributes change or if there is a switch, a station, or a signal on this track. Every track section between two nodes is modeled as an edge.

Our transformation approach is based on a potential set of routes in $G$ for standard trains, so called train types. The set of train types is denoted by $C$. Let $R$ be the set of all given routes in $G$. In addition we are given a mapping $\theta : R \mapsto C$ for all routes to the rather small set of standard train types. It is for example possible to have microscopic routes to ICE trains, which differs in their weight or length due to the composition, and to aggregate them in one standard train type for ICes.

Figure 3: Screenshot of the railway topology of a microscopic network in the railway simulator OpenTrack. Signals can be seen at some nodes, as well as platforms or station labels.

Figure 4: Idea of the transformation of a double vertex graph to a standard digraph.
A microscopic route is a valid path through the microscopic infrastructure which starts and ends at a node inside a station or at a node representing a parking track. In addition, it is possible that other nodes on the route are also labeled as stops where the train could potentially wait.

Furthermore, these train routes induce in which direction the microscopic infrastructure nodes and edges can be used. This will directly influence the definition, i.e., the headway parameter, of a macroscopic model, as we will explain later in Section 2. They ought to be reasonable and conservatively grouped with respect to their train class (heaviest cargo trains, slowest interregional or regional passenger trains). Thus only a minimal difference of the running times within a train type occurs and each associated train route can realize these times by slowing down if necessary. For these standard train routes detailed simulation data has to be evaluated carefully such that reliable running and blocking times in units of $\delta$, i.e., times provided by the micro simulation, are given in seconds, see Figure 6. Note that several routes of $R$ belong to the same train type. For example in case of a heavy cargo train that is allowed to stop at some intermediate station, i.e., at one microscopic node, $S$ we simulate two routes; the first without and the second with stopping at $S$. Hence we have different running times and blocking times with respect to the behavior of the train at the start or end station, i.e., we will use later the term running mode for this. Obviously, trains which have to break or accelerate have larger running times and hence resource consumptions.

Example 2.2 shows the significant differences between the durations, i.e., the running and blocking times related to $S$. Therefore our macroscopic approach has to cope with that by considering not only train type but also event dependencies.

In Pachl (2002) [173] and Brünger & Dahlhaus (2008) [46] the laws of basic dynamics are applied to describe the dynamics of a train movement. Basically, three groups of forces are considered, tractive, inertia and resistance force. If all needed parameters are given, e.g., mass, acceleration and deceleration of the train, (directed) incline of the block section, running times of train movements can be estimated very accurately. In state of the art railway simulation software, e.g., OpenTrack, all relevant parameters are considered in order to provide plausible values, see Nash & Huerlimann (2004) [166].
In Europe, blocking times are used to quantify the infrastructure capacity consumption of train movements. The approach is based on the early works of Happel (1950) [110] and Happel (1959) [111] and the intuitive concept to associate the use of physical infrastructure resources over certain time intervals with trains or train movements, see also Klabes (2010) [129]; Pachl (2008) [174] for a comprehensive description of blocking time theory. We will now give a brief discussion of blocking times that contributes to a better understanding of our transformation algorithm.

The origin of the blocking time stairs, shown in Figure 6, is the well-known train protection system, called train separation in a fixed block distance. Nowadays these are train control systems that indicate the moving authority to the train drivers and thus ensures safe railway operation. In this method, the railway network is divided into block sections, which are bordered by main signals. A block section must not be occupied by more than one train at a time. When a signal allows a train to enter a block section, the section is locked for all other trains. In this way, the entire route between the block starting main signal and the overlap after the subsequent main signal has to be reserved for the entering train.
Figure 6: Blocking time diagrams for three trains on two routes using 6 blocks. In the lower part of the diagram two subsequent trains on route $r_2$ and at the top one train on the opposite directed route $r_1$ are shown.

Figure 6 shows that the time interval during which a route $r$ occupies a track segment consists of the relative reservation duration $l_r^e$ and the relative release duration $u_r^e$ on edge $e \in E$. The relative reservation duration is the sum of the approach time, the signal watching time, sometimes called reacting time, and time needed to set up the route. The relative release duration is the sum of the release time, the clearing time, sometimes called switching time, and time needed by the train between the block signal at the beginning of the route and the overlap. The switching time depends significantly on the installed technology, see Klabes (2010) [129]; Schwanhäußer et al. (1992) [197]. In order to prevent trains that want to pass a block section from undesir-able stops or brakings, the block reservation should be finished before the engine driver can see the corresponding distant signal. Then the section stays locked while the train passes the track between the begin-ning of the visual distance to the caution signal and the main signal and thereafter the block section until it has cleared the overlap after the next main signal. Then the section is released. This regime can
be improved in block sections that contain con- or diverging tracks, because in such cases it is often possible to release parts of the section before the train has passed the overlap after the next main signal.

We only want to mention that our approach can be easily adapted to other simulation tools that provide accurate running and blocking times, like RailSys or RUT-K. We remark that these tools differ in their definition of objects, interfaces and some minor interpretations and that although our exposition is based on the simulation tool OpenTrack, the main concepts of running and blocking times are the same and thus the methodology is generic.

We summarize the microscopic information that we use:

- an (undirected) infrastructure graph $G = (V, E)$,
- a set of directed train routes $R, r = \{e_1, e_2, \ldots, e_n\}$ with $e_i \in E$,
- a set of train types $C$,
- a mapping $\theta$ from routes $R$ to train types $C$,
- positive running time $\tilde{d}_e^r$ on edges $e \in E$ for all routes $r \in R$ measured in $\delta$,
- positive release duration $u_e^r$ on edges $e \in E$ for all routes $r \in R$ measured in $\delta$,
- positive reservation duration $l_e^r$ on edges $e \in E$ for all routes $r \in R$ measured in $\delta$,
- orientation of edges is induced by traversing routes (one or both directions),
- stop possibilities for some nodes $v_i \in V$ are induced by traversing routes.

**Remark 1.1.** Though we develop our transformation approach for fixed block railway operation systems, the methodology and models could be easily applied to moving block systems. Future systems like ETCS Level 3 can already be modeled in simulation tools. Arbitrarily small blocks, i.e., blocks with lengths converging to zero, are considered in simulations to emulate the resulting blocking times, see also Emery (2008) \[82\] and Wendler (2009) \[214\] for an investigation of the influence of ETCS Level 3 on the headway times. Simulation tools have to respect all these technical details. From an optimization point of view, however, it is sufficient to consider abstract blocking time stairs, regardless from which safety system they result or how they were computed.
2 Macroscopic Railway Modeling

In this section we present a formal macroscopic railway model. The establishment of standard models and standard problem libraries have contributed to the success in problem solving. Such libraries exist for the famous Traveling Salesman Problem, see Reinelt (1991) [181], as well as for general Mixed Integer Programs, see Achterberg, Koch & Martin (2006) [4].

We invented a standardization of a macroscopic railway model and introduced the library TTPlib for the track allocation or timetabling problem, see Erol et al. (2008) [85]. Figure 7 illustrates the data handling of a train timetabling problem. Section 2.1 motivates the aggregation idea and recapitulates the standardization of the resulting macroscopic infrastructure model. Section 2.2 discusses the discretization problem when transferring microscopic models to macroscopic ones. Finally, we introduce an algorithm that performs the Micro-Macro-Transformation in Section 2.3. Furthermore, we will show that the constructed macroscopic model is reliable such that the results can be re-transformed and interpreted in a microscopic model and finally operated in “reality”. The introduced algorithm constructs from a microscopic railway model a macroscopic model with the following properties:

- macroscopic running times can be realized in microscopic simulation,
- sticking to macroscopic headway-times leads to conflict-free microscopic block occupations,
- valid macroscopic allocations can be transformed into valid microscopic timetables.
2.1 Macroscopic Formalization

The desired \emph{macroscopic network} is a directed graph \( N = (S, J) \) for train types \( C \) deduced from a microscopic network \( G = (V, E) \) and train routes \( R \). On this level, our goal is to aggregate (inseparable) block sections (paths in \( G \)) to \emph{tracks} \( J \) and station areas (subgraphs of \( G \)) to \emph{stations} \( S \).

The aggregation will be done in a way that depends on the given routes \( R \) and the simplification to train types \( C \) imposed by the mapping \( \theta \), such that the complexity of the macroscopic network depends only on the complexity of the interactions between the \emph{given} train routes, and not on the complexity of the network topology, which covers all interactions between \emph{all} potential train routes, which is much more. This is a major advantage over other approaches, because the aggregation is detailed where precision is needed and compressed where it is possible.

We will now describe the idea of the construction by means of an example. First, all potential departure and arrival nodes at some station that are used by the routes \( R \) are mapped to one macroscopic station node. Additional macroscopic nodes will be introduced in order to model interactions between routes due to shared resources. The potential interactions between train routes in a double-vertex graph are:

- complete coincidence, i.e., routes have an identical microscopic path,
- convergence, i.e., routes cross at a microscopic node (and traverse it in the same direction),
- divergence, i.e., routes separate at a microscopic node (and traverse until then in the same direction),
- or, crossing, i.e., routes cross at a microscopic node (and traverse in the opposite direction).

Note that two routes can correlate in various and numerous ways. Let us discuss some of these interactions between train routes at the example of the infrastructure network shown in Figure 8.

Consider first a single standard train that runs from platform A (We denote any place where stopping is allowed as a platform.) to platform X. Then it is enough to consider just one single track from station A to X in the macroscopic infrastructure. Note that this macroscopic track could correspond to a long path in the microscopic representa-
Consider now additional standard trains from A to X. Possible interactions and conflicts between these train routes are the self correlation on the directed track from A to X, as well as the platform capacity for standard trains, which allows, say, exactly one train to wait in A or X. Another standard train running from B to X calls for the definition of a pseudo-station P at the track junction in order to model the train route convergences correctly. (Our model distinguishes between regular station nodes, where a train can stop, and pseudo-station nodes, which are not stop opportunities, i.e., in our model trains are not allowed to wait at a pseudo-station or to change their direction there.) The pseudo-station P splits the track from A and X into two tracks: from A to P and from P to X. The second of these tracks is used to model the resource conflict between converging routes of trains from A to X and trains from B to X, which is locally restricted to the track from P to X (or more precisely from the first blocks to reserve containing the switch of P). If it is possible to run trains on the same microscopic segment in the opposite direction from X to A, another directed track has to be defined in the macroscopic network. Besides the standard self correlation, the conflict for opposing routes also has to be modeled, see Figure 6. Diverging or crossing situations between opposing train routes can be handled in an analogous way. Along the lines of these examples, we can exploit aggregation potentials in the infrastructure by representing several microscopic edges on a route by only one macroscopic track. Of course, macroscopic track attributes can also be compressed. For example, if we assume that the route from A to X and the route from B to X are operated by the same train type, we can use a single value for the running time on the track from P to X.
After constructing the regular stations, the pseudo-stations, and the tracks between them, the network can be further reduced by a second aggregation step. Again consider the situation in Figure 8. Suppose platforms A and B belong to the same station S. If P is a close junction associated with S, then it may be viable to contract nodes A and B to one major station node S with a directed platform capacity of two as shown in Figure 9. Of course, by doing so we loose the accuracy of potentially different running times between different platforms of S and the other stations, and we also lose control over the routing through or inside S, which both can produce small infeasibilities on the operational level. However, one can often achieve significant reductions in network sizes in this way, without losing too much accuracy.

This is exactly a decomposition of the TTP for the microscopic network to a TTP for a macroscopic network with aggregated stations and several TPP for the microscopic station areas. The next paragraphs will describe the macroscopic elements and attributes in more detail.

### 2.1.1 Train Types and Train Type Sets

As a first component, the macroscopic model groups trains with similar properties to a set of train types $C$, as mentioned above. The train sets, i.e., and so the train types, are structured hierarchically by a tree. In this tree each node corresponds to exactly one train set $f \in F \subseteq P(C)$, which consists of all leaf nodes. The leaf nodes represent train sets consisting of exactly one train type $c \in C$. For each train set all properties, e.g., running or turn around times, of the parent train set are valid; analogously, restrictions, e.g., station capacities, of all parent train sets have to be fulfilled, as well as the train set specific ones.

Figure 10 shows an example tree. If a running time for train set 1 on track $j \in J$ is defined, then this time is also valid for 4. If a station capacity at station $s \in S$ is defined for all trains of set 2, then trains of
set 4 to 8 are also captured by the capacity rule. On the right side of Figure 10 the nodes of the tree are interpreted as sets of train types.

In a mathematical interpretation, these trees are Hasse diagrams visualizing a partially ordered set, see Birkhoff (1967) [26]. That is a binary relation of the finite set $C$, which is reflexive, antisymmetric, and transitive. In our setting the set $F$ is ordered by inclusion and the minimal elements of this poset are the elements of the set of train types $C$.

### 2.1.2 Stations

The nodes $S$ of the digraph $N = (S, J)$ are called stations. We distinguish three types of them:

- standard-stations (two-sided, labeled with 1 and 2), where it is possible for a train to pass through, turn around, or wait,
- dead-end stations (one-sided, labeled with 1), where no passing is possible,
- and, pseudo-stations (two-sided, labeled with 1 and 2), where no turn around or waiting is possible.

Even if in daily operation trains could stop and wait at pseudo-stations, i.e., if a red signal of the security system is shown in front of this junction, on a planning level stopping there is strictly forbidden due to the assumed green wave policy.

We restrict ourself to standard cases of station capacities, such as maximal number of trains of a certain train set at one time step at a station. More precisely, we use different running modes of trains, which will be introduced in the next section. Therefore we can further restrict the number of trains that are stopping in or passing through a station. Station capacity constraints can be many other requirements as well, such as:
maximum capacity per side of station,
- maximum capacity of station per time interval,
- maximum capacity of station at a specific time interval,
- forbidden combinations of (running) modes per train set,
- forbidden combinations of modes per combinations of train set,
- or, forbidden meetings in stations.

The extension of the model is straightforward for these numerous imaginable special cases and can be easily achieved as we will see later.

Finally, we list all attributes of station nodes:

- name and coordinates,
- type (standard, dead-end, pseudo) and number of sides,
- turnaround times $d_{s,f}$ for each $s \in S$ and $f \in F$,
- station (event) capacities $\kappa_{s,f}$ for each $s \in S$ and $f \in F$.

### 2.1.3 Tracks

The set of arcs $J$ of $N = (S, J)$, denoted as tracks, correspond to several block sections of the railroad network. For a standard double-way track between station $x \in S$ and $y \in S$, more precisely between two sides of them, there exist two opposite directed arcs $(x, y) \in J$ and $(y, x) \in J$. Physical track segments, which can be used in both directions, corresponds to two opposite directed arcs of $J$ and build a single way track. By definition it is not possible to overtake on a track. This is only possible inside stations by using different tracks, i.e., the station capacity must allow this. More precisely the order of entering trains on each track can not change at the arrival station. This assumption has an effect on the definition of the network segmentation as well as on the minimal departure headway times, see Definition 2.8.

Block section exclusivity on a microscopic stage, which we described in Section 1, transfers to minimal headway times at departure. The minimal abiding difference of the departure times between two consecutive trains is defined as the minimal departure headway time to ensure safety on each track $j \in J$.

**Remark 2.1.** Note that it is possible to have more than one track between station $x \in S$ and $y \in S$. Therefore $N = (S, J)$ is a multi-graph (allowing parallel arcs) and we should use consistently the notation $a \in J$, instead of $(x, y) \in J$. However, in cases were we use $(x, y) \in J$ we indirectly assume that $(x, y)$ is unique. Furthermore, all single way
tracks are specified as disjunctive pairs of $J$, so we use $\bar{j} \in J$ to denote the counterpart or complement of track $j \in J$.

As we have already motivated in Section 1, the running dynamics are relevant for the traversal time on a track and the corresponding headway times.

**Example 2.2.** We want to clarify that on real numbers from the scenario HAKAFU_SIMPLE. The simple simulation via RailSys of the ordered pair of a cargo train (GV) and a fast intercity train (ICE) on track FOBR to HEBG produces 16 different headway times in seconds. Table 1 lists these numbers as well as the rounded values in minutes. It can be observed that depending on the running mode of the trains the headway time can differ more than 3 minutes, i.e., the worst case value reserves 50% more capacity than the best case. Thus, a simple worst case assumption could lead to an underestimation of the potential capacity.

By this observation it is necessary to distinguish at least between stopping and passing trains. Otherwise one could not guarantee feasibility.

<table>
<thead>
<tr>
<th>preceding train type</th>
<th>preceding running mode</th>
<th>succeeding train type</th>
<th>succeeding running mode</th>
<th>minimum headway time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GV</td>
<td>stop-stop</td>
<td>ICE</td>
<td>stop-stop</td>
<td>475</td>
</tr>
<tr>
<td>GV</td>
<td>stop-stop</td>
<td>ICE</td>
<td>stop-pass</td>
<td>487</td>
</tr>
<tr>
<td>GV</td>
<td>stop-stop</td>
<td>ICE</td>
<td>pass-stop</td>
<td>466</td>
</tr>
<tr>
<td>GV</td>
<td>stop-stop</td>
<td>ICE</td>
<td>pass-pass</td>
<td>477</td>
</tr>
<tr>
<td>GV</td>
<td>stop-pass</td>
<td>ICE</td>
<td>stop-stop</td>
<td>469</td>
</tr>
<tr>
<td>GV</td>
<td>stop-pass</td>
<td>ICE</td>
<td>stop-pass</td>
<td>474</td>
</tr>
<tr>
<td>GV</td>
<td>stop-pass</td>
<td>ICE</td>
<td>pass-stop</td>
<td>460</td>
</tr>
<tr>
<td>GV</td>
<td>stop-pass</td>
<td>ICE</td>
<td>pass-pass</td>
<td>464</td>
</tr>
<tr>
<td>GV</td>
<td>pass-stop</td>
<td>ICE</td>
<td>stop-stop</td>
<td>321</td>
</tr>
<tr>
<td>GV</td>
<td>pass-stop</td>
<td>ICE</td>
<td>stop-pass</td>
<td>333</td>
</tr>
<tr>
<td>GV</td>
<td>pass-stop</td>
<td>ICE</td>
<td>pass-stop</td>
<td>312</td>
</tr>
<tr>
<td>GV</td>
<td>pass-stop</td>
<td>ICE</td>
<td>pass-pass</td>
<td>323</td>
</tr>
<tr>
<td>GV</td>
<td>pass-pass</td>
<td>ICE</td>
<td>stop-stop</td>
<td>315</td>
</tr>
<tr>
<td>GV</td>
<td>pass-pass</td>
<td>ICE</td>
<td>stop-pass</td>
<td>320</td>
</tr>
<tr>
<td>GV</td>
<td>pass-pass</td>
<td>ICE</td>
<td>pass-stop</td>
<td>306</td>
</tr>
<tr>
<td>GV</td>
<td>pass-pass</td>
<td>ICE</td>
<td>pass-pass</td>
<td>310</td>
</tr>
</tbody>
</table>

Table 1: Technical minimum headway times with respect to running mode.
if we would be to optimistic in choosing the headway time or contrary a too conservative value would lead to underestimation of the real track capacity. Let $M_S = \{dep(arture), arr(ival), pass\}$ be the set of possible events or modes at the stations. Furthermore, we consider the following standard running modes $M_J \subseteq M_S \times M_S$ for train runs on a track:

- stops at departure node and arrival node (1),
- stops at departure node and passes at arrival node (2),
- passes at departure node and stops at arrival node (3),
- and, passes at departure node and arrival node (4).

Minimum headway times can be defined for all modes individually, which is reasonable, see again Example 2.2. Furthermore the handling of the events inside a station can be seen in Example 2.5. Figure 13 shows the interpretation of turn around activities inside a station as dashed arcs. In pseudo stations only directed passing and in dead-end stations only arrival and departure events have to be considered. By definition, passing nodes of side 1 represent trains entering at side 1 and leaving at side 2, passing nodes of side 2 represent trains entering at side 2 and leaving at side 1.

A detailed definition and way of calculation of these times with respect to the microscopic model is topic of Section 2.3. After listing all attributes of a track $j \in J$, we will present some small examples:

- start station ($tail \in S$) and side ($\in \{1,2\}$),
- end station ($head \in S$) and side ($\in \{1,2\}$),
- type, i.e., single way track or standard,
- running times $d_{j,c,m} \in \mathbb{N}\{0\}$ depending on train type $c \in C$ and mode $m \in M_J$, 
- minimum headway times $h_{j,c_1,m_1,c_2,m_2} \in \mathbb{N}\{0\}$ for departing train pairs, i.e., $c_1,c_2 \in C, m_1,m_2 \in M_J$, 
- minimum headway times for departing train on $j$ and a departing train on the complement track $\overline{j}$, if single way track (sets and mode).

**Example 2.3.** In Figure 11 a macroscopic railway network is shown with only two standard tracks connecting standard station $A$ via pseudo station $P$ with dead-end station $B$. Running times of mode (1) are illustrated as solid lines and the corresponding minimum headway times are shown as dotted lines for two different train types. The corresponding running time values and headway matrices are:
Figure 11: Macroscopic modeling of running and headways times on tracks

\[ d_{A,P} = \begin{pmatrix} 5 \\ 3 \end{pmatrix}, \quad H_{A,P} = \begin{pmatrix} 2 & 2 \\ 4 & 2 \end{pmatrix}, \quad d_{P,B} = \begin{pmatrix} 3 \\ 2 \end{pmatrix}, \quad H_{P,B} = \begin{pmatrix} 1 & 2 \\ 3 & 1 \end{pmatrix}. \]

**Example 2.4.** A more complex situation is modeled in Figure 12. We have a single way track between \( P_1 \) and \( P_2 \), which can be used in both directions. On the one hand, blue trains are running from \( A \) to \( C \) traversing \( P_1 \) and \( P_2 \). On the other hand, red trains from \( D \) run via \( P_2 \) and \( P_1 \) to station \( B \). In this scenario, the two track arcs corresponding to the segment between nodes \( P_1 \) and \( P_2 \) are directed opposite and build a single way pair. Only one train can pass this section at a time and therefore headway times for the combination of a train from \( P_1 \) to \( P_2 \) and a train from \( P_2 \) to \( P_1 \) and vice versa are additionally needed:

\[ d_{A,P_1} = \begin{pmatrix} 5 \end{pmatrix}, \quad H_{A,P_1} = \begin{pmatrix} 2 \end{pmatrix}, \quad d_{P_1,P_2} = \begin{pmatrix} 3 \end{pmatrix}, \quad H_{P_1,P_2} = \begin{pmatrix} 2 \end{pmatrix}, \]

\[ d_{P_2,C} = \begin{pmatrix} 3 \end{pmatrix}, \quad H_{P_2,C} = \begin{pmatrix} 2 \end{pmatrix}, \quad d_{D,P_2} = \begin{pmatrix} 3 \end{pmatrix}, \quad H_{D,P_2} = \begin{pmatrix} 1 \end{pmatrix}. \]

Figure 12: Macroscopic modeling of a single way track
Example 2.5. The extension of the network model to different running modes is shown in Figure 13. All potential running modes on the track from A to B can be seen in Figure 13. For simplification we do not show the complete headway relations in that figure, but of course all combinations need to be defined to ensure feasibility on that track. Furthermore, the event nodes involved in a turn around activity in station A and B are connected by dashed arcs. In a mathematical model we define a turn around as the change from arrival to departure nodes. From a railway operations point of view, a turn around is only performed if a train enters and leaves the station at the same side, e.g. a turn around has a minimum duration of 3 in station A and 7 in B. This shows that it is easy to extend the models to handle different minimum turn around times for each station side individually.

All running time definitions on a track induce a headway definition. We can trivially bound the dimension of the headway matrix of a standard track by \(|(C \times M) \times (C \times M)|\) and \(2|(C \times M) \times C \times M|\) for a single way track, respectively. Due to the fact that only a relevant subset of running times and therefore also for headways times should be considered at a specific track, we suggest to use always sparse representations of these matrices \(H\). Furthermore, we introduce useful definitions for headway matrices.
**Definition 2.6.** A headway matrix $H_j$ for track $j \in J$ is called transitive or triangle-linear, if all entries are strictly positive and the triangle inequality is satisfied:

$$\forall c_1, c_2, c_3 \in C, m_1, m_2, m_3 \in M_J :$$

$$h_{j,c_1,m_1,c_3,m_3} \leq h_{j,c_1,m_1,c_2,m_2} + h_{j,c_2,m_2,c_3,m_3}.$$

Figure 14 motivates, why we can assume that headway matrices $H$ to be transitive in reality. We use the simple notation $H(k,l)$ for the entry $k,l$ that in fact corresponds to a preceding train type succeeding train type each with a certain running mode. On the left hand a train of type $k$ is followed by a train of type $m$ with respect to the minimum headway time $H(k,m)$. In the middle and on the right hand an intermediate train of type $l$ is running on that track after $k$ and before $m$. It can be seen that if $H(k,m) > H(k,l) + H(l,m)$ the track allocation on the left and in the middle are feasible. However, the sequence on the right is violating the headway $H(k,m)$. But it is completely implausible that running trains of type $l$ after $k$ on this track and trains of type $m$ after $l$ with respecting minimum headways, can become infeasible, due to violation of the minimum headway time of $k$ and $m$. The algorithm presented in Section 2.3 produces headway matrices which are transitive simply because of the underlying block usages. In other words, if the situation on the right hand is a conflict between $k$ and $m$ based on timed resource usage of that track then the sequence $k$ and $l$ or the sequence $l$ and $m$ must already be in conflict.
Table 2: Relation between the microscopic and the macroscopic railway model

<table>
<thead>
<tr>
<th>Macroscopic element</th>
<th>Microscopic counterpart</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train type $c$</td>
<td>Subset of train routes $R$</td>
</tr>
<tr>
<td>Station $s$</td>
<td>Unified connected subgraph of $G$</td>
</tr>
<tr>
<td>Track $j$ (connecting different stations)</td>
<td>Unified consecutive block sections, i.e., a path in $G$</td>
</tr>
<tr>
<td>Running time on $j$ for $c$ (in $\Delta$)</td>
<td>Running times on block sections for routes (in $\delta$)</td>
</tr>
<tr>
<td>Headway times on $j$ for pairs $c_1, c_2$ (in $\Delta$)</td>
<td>Blocking time on sections for routes (in $\delta$)</td>
</tr>
</tbody>
</table>

**Definition 2.7.** A headway matrix $H_j$ for track $j \in J$ is called order-safe, if all entries are strictly positive and the order is not changing (no passing on tracks):

$$\forall c_1,c_2 \in C,m_1,m_2 \in M : h_{j,c_1,m_1,c_2,m_2} + d_{c_2,m_2} \leq d_{c_1,m_1} + h_{j,c_2,m_2,c_3,m_3}.$$

**Definition 2.8.** A headway matrix $H$ is called valid, if $H$ is transitive and order-safe.

We summarize the macroscopic infrastructure model that we have developed so far as consisting of a network $N = (S,J)$, with a set of relevant locations $S$, where train events occur, and the set of tracks $J$, where trains can run. Furthermore, we have seen how detailed macroscopic information for running, turn around, and headway times for a given set of train types $C$ and modes $M$ induce a digraph $G = (V_N, A_N)$ with $V_N \subset S \times \{1,2\} \times M_S$ and $A_N \subset V_N \times V_N$. By definition all times are strictly positive integer values with respect to a fixed discretization, e.g., the times of the instances provided by the TTPlib are in minutes. The digraph $G = (V_N, A_N)$ represents all potential events and activities in $N = (S,J)$. All activities $a \in A_N$ have a positive duration $d(a) \in \mathbb{N}$. The restriction to only one train type $c \in C$ is denoted by $G|_c$. Finally, Table 2 identifies the macroscopic elements and their original microscopic counterparts with respect to the railway safety system and the railway infrastructure resource consumption.

### 2.2 Time Discretization

Discrete optimization models for timetabling and slot allocation are based on the use of space-time graphs, i.e., the time is discretized. Similar as for the topological aggregation, there is also a trade-off between model size and accuracy in the temporal dimension. This tradeoff is controlled by the discretization stepsize. The discretized times in the macroscopic model will be based on microscopic simulation data, which
is very precise. In fact, simulation tools provide running and blocking times with an accuracy of seconds (or even smaller). Our aim is to aggregate these values in the macroscopic model. We propose for this purpose a conservative approach, which means that running and arrival times will never be underestimated in the macroscopic model.

Simulation tools provide running and blocking times with an accuracy of seconds (or even smaller) denoted by $\delta$. To decrease the problem size of real world instances, it is essential and a common approach to use a coarse time discretization in the macroscopic model. In addition we need a discrete model to handle decisions whether a train is running and blocking a section or not. In our approach the unit of the macroscopic time discretization is based on the microscopic simulation data. Let $\Delta$ be a fixed parameter to measure all macroscopic time information, e.g., units of 60 seconds. We propose again a conservatively approach, which means it is not valid to underestimate running, i.e., and therefore arrival times, in the macroscopic model. In the following, we denote by $\tilde{d}_{rj}$ the microscopic running time of route $r$ on track $j$, by $d^r_j$ the discretized running time, and by $\epsilon^r_j$ the cumulative rounding error (in units of $\delta$). The total rounding error at the end of each route is denoted by $\epsilon^r$ (in units of $\delta$). A first approach would then be to simply round up all the times. The error estimation of this method is shown in Lemma 2.9.

**Lemma 2.9.** Let $r \in R$ be a train route in the macroscopic network $N = (S, J)$ with length $n_r$, i.e., that is the number of macroscopic tracks of route $r$, and running times $\tilde{d}_{rj}$ measured in $\delta$ for each track $j \in r$. If we simply round up the running times $\tilde{d}_{rj}$ for each track to a multiple of $\Delta$, we get a worst-case rounding error of $\Delta n_r - n_r$.

**Proof.** For each track we have a maximum possible rounding error of $\Delta - 1$. In the worst-case this could occur to all $n_r$ tracks of $r$. □

The error estimation shows that this rounding procedure results in rather big differences between the macroscopic and the microscopic running times. From a theoretical point of view we could assume to round up all the times so that we can always argue that the microscopic train would fit in the macroscopic planned time corridor by just slowing down. Unfortunately, this could lead to unnecessary over estimations of the running and headway times and thus to inefficient use of capacity.
Algorithm 1: Cumulative rounding method for macroscopic running time discretization

**Data:** track \( j = (s_1, s_2) = (e_1, \ldots, e_m) \in J \) with \( s_1, s_2 \in S \) and \( e_i \in E, i \in 1, \ldots, m \), a train route \( r \in R \) with microscopic running time \( \tilde{d}_r \) > 0 for track \( j \), a cumulative rounding error \( \epsilon_{j-1} \) and the time discretization \( \Delta > 0 \)

**Result:** running time \( d_r \) and cumulative rounding error \( \epsilon_j \)

begin

choose \( k \in \mathbb{N} \) with \((k-1)\Delta < \tilde{d}_j \leq k\Delta ; \)

if \( 0 < (k-1) \) and \( \tilde{d}_j - (k-1)\Delta \leq \epsilon_{j-1} \) then

\[ d_j := (k-1)\Delta ; \quad /\ast \text{ round down } /\ast \]

\[ \epsilon_j := \epsilon_{j-1} - (\tilde{d}_j - (k-1)\Delta) ; \quad /\ast \text{ decrease error } /\ast \]

else

\[ d_j := k\Delta ; \quad /\ast \text{ round up } /\ast \]

\[ \epsilon_j := \epsilon_{j-1} + (k\Delta - \tilde{d}_j) ; \quad /\ast \text{ increase error } /\ast \]

return pair \((d_j, \epsilon_j)\);

end

Therefore we use an alternative approach by a sophisticated rounding technique. The objective is to control the rounding error by only tolerating a small deviance between the rounded macroscopic running time and the microscopic one. The idea is pretty simple: with respect to the cumulative rounding error, it is sometimes allowed to round down, because enough buffer time was collected on the way. In that case, we know that the train can always arrive one time unit earlier at the target station of track \( j \). Nevertheless, we have to make sure that no running time is rounded to zero, because this would imply no infrastructure usage and can lead to invalid timetables. The exact description of the procedure done at each track is given in Algorithm 1. Let denote by \( \epsilon_{j-1} \) the absolute cumulative rounding error which cumulates all errors of \( r \) until the previous track \( j - 1 \) on the route. At the beginning of a route \( r \) the cumulative rounding error clearly equals zero, i.e., \( \epsilon_0 = 0 \). The macroscopic running times are in fact attributes of a track \( j \). Hence we identify them by \( d_j \), where \( d \) denotes that it is a running time attribute and \( r \) the related train route.

Lemma 2.10 states that this cumulative rounding technique gives a substantial better upper bound on the rounding error.

**Lemma 2.10.** Let \( J^* = j_1, \ldots, j_{nr} \) with \( j_i = \{e_{i1}, \ldots, e_{im}\} \in J, i \in \{1, \ldots, n\}, e_{ik} \in E \), be a train route \( r \) in the macroscopic network
\[ N = (S, J) \text{ with microscopic running times } \tilde{d}_j > 0 \text{ for each track } j \text{ measured in } \delta > 0. \]

If \( \Delta \leq \tilde{d}_j \forall j \in J, r \in R \) for the time discretization \( \Delta \), the cumulative rounding error \( \epsilon^r \) of the rounding procedure described in Algorithm 1 is always in the interval \([0, \Delta)\).

**Proof.** The proof is done by induction over the \( n_r \) tracks of route \( r \).

Consider the first track \( j_1 \) on \( r \). The start rounding error is denoted by \( \epsilon^r_0 := 0 \). It follows that \( \tilde{d}_{j_1}^r - (k - 1)\Delta > 0 = \epsilon^r_0 \). Hence Algorithm 1 rounds up, and we get \( \epsilon^r_{j_1} := k\Delta - \tilde{d}_{j_1}^r \). By definition of \( k \), it follows that \( 0 \leq \epsilon^r_{j_1} < \Delta \) since \( \tilde{d}_{j_1}^r > 0 \).

In the induction step we analyze the rounding error of the track \( j_n \) denoted by \( \epsilon^r_{j_n} \). There are two cases:

1. Let \( \tilde{d}_n^r - (k - 1)\Delta \leq \epsilon^r_{n-1} \). Then we round down and set
   \[
   \epsilon^r_n := \epsilon^r_{n-1} - (\tilde{d}_n^r - (k - 1)\Delta).
   \]
   By reason of the fact that \( \Delta \leq \tilde{d}_n^r \) a rounding down to zero could not appear. By definition of \( k \) it clearly follows that
   \[
   \epsilon^r_n < \epsilon^r_{n-1} < \Delta.
   \]
   And due to the “If” condition in the algorithm it is obvious that
   \[
   \epsilon^r_n = \epsilon^r_{n-1} - (d_n^r - (k - 1)\Delta) \geq 0.
   \]

2. Consider the other case, that is \( \epsilon^r_{n-1} < \tilde{d}_n^r - (k - 1)\Delta \). Then \( \epsilon^r_n \) is set to \( \epsilon^r_{n-1} + (k\Delta - \tilde{d}_n^r) \). By \( \tilde{d}_n^r \leq k\Delta \) it is evident that
   \[
   0 \leq \epsilon^r_{n-1} \leq \epsilon^r_n.
   \]
   At last we have to consider the upper bound. It follows that
   \[
   \epsilon^r_n = \epsilon^r_{n-1} + (k\Delta - \tilde{d}_n^r) < \tilde{d}_n^r - (k - 1)\Delta + k\Delta - \tilde{d}_n^r = \Delta.
   \]
With the above described rounding technique there is still one problem left. Lemma 2.10 does not apply for the case when there exists a track \( j \) where \( \tilde{d}_j^r < \Delta \). Then it is not allowed to round down. This could imply a worse upper bound for our rounding procedure as shown in Lemma 2.11.

**Lemma 2.11.** We consider the same rounding procedure and the same assumptions as in Lemma 2.10 except for the case that there is a set \( B \subseteq \{1, \ldots, n_r\} \) where for each \( b \in B \) \( d_b^r < \Delta \) holds. Then the upper bound for the cumulative rounding error \( \epsilon_h^r \) is equal to \( (|B| + 1)\Delta \).

**Proof.** We again use an induction technique. At the beginning we look at the first track, where \( \tilde{d}_b^r < \Delta \). In this case we have \( (k - 1)\Delta = 0 \) and therefore \( k = 1 \). Due to the prohibition that a macroscopic running time equals zero, we set \( \epsilon_1^r := \epsilon_{b-1}^r + (k\Delta - \tilde{d}_b^r) \). It follows that

\[
\epsilon_b^r = \epsilon_{b-1}^r + (k\Delta - \tilde{d}_b^r) \\
= \epsilon_{b-1}^r + (\Delta - \tilde{d}_b^r) \\
< \Delta + \Delta - \tilde{d}_b^r \\
< 2\Delta.
\]

Note that, as shown in Lemma 2.10, the rounding error does not grow, if the running time on the current track is greater than \( \Delta \).

Next we consider the case, that we have yet a number of \( i \) tracks with a running time less than \( \Delta \) and the \( i + 1 \) track is occurred. To simplify notations the precedent track is denoted by \( i \). Then it follows that

\[
\epsilon_{i+1}^r = \epsilon_i^r + (k\Delta - d_{i+1}^r) \\
= \epsilon_i^r + (\Delta - d_{i+1}^r) \\
< i\Delta + \Delta - d_{i+1}^r \\
< (i + 1)\Delta.
\]

Figure 15 shows the difference between microscopic and macroscopic running time for a fixed value \( t = 74 \) at one track with respect to different macroscopic time discretizations \( \Delta \). Fine discretizations like less than 15 seconds produce only very small deviations. For larger
time discretization the error increases significantly, except for some pathological cases were \( t \) is a multiple of \( \Delta \).

Figure 16 compares the two rounding methods by illustrating the minimum, average, and maximum rounding errors of the macroscopic running times at the end of example routes for all considered train types through the Simplon corridor with respect to time discretizations varying from 0 to 60 seconds. The routes have a length of at most ten macroscopic tracks. It is apparent that cumulative rounding dampens the propagation of discretization errors substantially already for short routes.

We want to point explicitly that rounding up or down to the nearest integer number, i.e., in case of 1.5 to 2, would also limit the propagation of the rounding error on an individual route. However, this approach can not guarantee that the block sections can be allocated conflict-free with respect to the finer discretization \( \delta \). It is not hard to formulate a counterexample where rounding up and down come adversely together and lead to an invalid macroscopic model, e.g., a deadlock on a single way track. Hence there are feasible macroscopic allocations that can not be re-translated into feasible microscopic ones. Therefore results of such an approach are questionable and hardly transformable.
Algorithm 2: Calculation of Minimal Headway Times

**Data:** Track \( j = (s_1, s_2) = \bigcup_i e_i \in J \) with \( s_1, s_2 \in S \), release duration \( u^i_{r_1} \) and reservation duration \( l^i_{r_2} \) with \( r_1, r_2 \in R \), \( c(r_1), c(r_2) \in C \), \( e_i \in E, i \in 1, \ldots, m \), and time discretization \( \Delta > 0 \)

**Result:** Minimal headway time \( h(= h_{j,j,c(r_1),c(r_2)}) \) for train type sequence \( c(r_1), c(r_2) \) on track \( j \)

begin
\[
    h \leftarrow \infty;
\]
for \( x = \{ \bigcup_i e_i \mid e_i \in r_1 \cap r_2 \} \) do
\[
    h = \min \{ u^i_{r_1} + l^i_{r_2}, h \}; \quad /* \text{update timing separation} */
\]
return \( \lceil \frac{h}{\Delta} \rceil \);

Another important aspect for the macroscopic network transformation is the calculation of the headway times. Based on the occupation and release times in Figure 17 it is possible to define a minimal time difference after which a train can succeed on the same track or can pass it from the opposite direction. We want to point out explicitly, that we restrict ourself w.l.o.g. to minimal headway times for the combination of departure trains. In reality, especially railway engineers often use the term headway times for all kinds of potentially train event combinations for a reference point, e.g., the headway time between arrival of train 1 at station A and departure of train 2 at station B is 8 minutes.

Algorithm 2 describes the calculation of the *minimal headway time* for the cases of two routes \( r_1 \) and \( r_2 \) traversing the track in the same direction. We denote the corresponding train types by \( c_1, c_2 \in C' \).
In case of crossing routes \( r_1 \) and \( r_2 \) on track \( j = (s_1, s_2) \) another headway time has to be considered. By definition each single way track \( j \) has exactly one counterpart \( \bar{j} = (s_2, s_1) \in J \), which is directed in the opposite direction. In addition to the standard headway times related to each track \( j \), this kind of track needs another headway matrix to ensure block feasibility with respect to the opposing direction. Let \( j = (e_1, \ldots, e_m) \) be traversed by the directed route \( r_1 \). Obviously the minimum headway time for a departure of a train on route \( r_2 \) at station \( s_2 \) after a departure of a train on route \( r_1 \) from station \( s_1 \) is defined as

\[
h_{j, \bar{j}, c(r_1), c(r_2)} = \sum_{i \in \{1, 2, \ldots, m\}} d_{e_i}^{r_1} + u_{e_m}^{r_1} + l_{e_m}^{r_2}. \quad (1)
\]

Note that in this opposing case the relevant block section is always \( e_m \).

In addition to the minimal technical headway time a standard buffer is added. Each network provider, such as DB or SBB, has a rule of thumb for this value. Nevertheless, the special knowledge and the experience of the planners can locally lead to more accurate numbers.

In Figure 17 the macroscopic output after the transformation for the situation described in Figure 6 can be seen. The infrastructure is reduced from six undirected block segments \( e_1 \) to \( e_6 \) to two directed tracks \( j_1 \) and \( j_2 \). Furthermore only two macroscopic stations are needed instead of seven microscopic nodes. On the microscopic scale the train movements are given very precisely. It is even possible to identify the acceleration, cruising, and deceleration phases. On the macroscopic scale train movements are linearized and only the state of the train at the start and at the end is controlled, i.e., we restrict ourself to two possible states, stopping and passing. In case of passing it is possible to traverse microscopic elements with different velocities and thus different durations for the same train type can occur. In order to receive a conservative macroscopic model we choose the values for the “worst” passing.

This is a reasonable compromise between all possible passing states, which could be all allowed velocities between zero and a given maximum speed. This would unnecessarily increase the needed simulation runs, considered route data, and train type definitions. These aspects could be varied in a post-processing step after the macroscopic planning. However, a simple restriction to the “worst case” of traversing a track, that is train stops at the start and at the end, can lead to underestimation of the capacity and thus to wrong identification of
bottlenecks, as we have seen in Example 2.2. Therefore the durations of our macroscopic model depend on train types and events.

The blocking times are transferred into minimal headway times between train departures. Instead of controlling all blocking times in each block segment, we simplify the protection system to valid usages of the tracks. In Figure 17 the minimal headway times are illustrated for the given train sequence. Note that for the third and last train no headway area is plotted because no succeeding train is scheduled. Of course a forbidden area based on the blocking time stair of that train and a potentially succeeding train has to be considered.

2.3 An Algorithm for the Micro–Macro–Transformation

We developed an algorithm that carries out the transformation from the microscopic level to the macroscopic level. The whole procedure
Algorithm 3: Algorithm for the Micro-Macro-Transformation in netcast

**Data:** microscopic infrastructure graph $G = (V,E)$, set of routes $R$, stations $B(r), c(r) \in C, r \in R$

**Result:** macroscopic network $N = (S, J)$, with stations $S$, tracks $J$, and train types $C$

**Method**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
</table>
| **ND** | $S_{tmp} := \emptyset$; foreach $r \in R$ do
|      | foreach $b \in B(r)$ do
|      | create $s$; $S_{tmp} = S_{tmp} \cup \{s\}$; /* create standard station */
|      | foreach $(r_1, r_2) \in (R \times R)$ do
|      | while divergence or convergence between $r_1$ and $r_2$ is found do
|      | create $p$; $S_{tmp} = S_{tmp} \cup \{p\}$; /* create pseudo station */
|      | while crossing between $r_1$ and $r_2$ is found do
|      | create $p, q$; $S_{tmp} = S_{tmp} \cup \{p, q\}$; /* create pseudo stations */
|      | $AG$ $S := aggregateStations(S_{tmp})$; $J := \{(s_1, s_2) \in S \times S | \exists r \in R$ with $s_2 = nextStation(r, s_1)\}$;  
|      | **TD** foreach $j \in J$ do
|      | foreach $r \in R$ do
|      | $d_{j,c(r)} := calculateRunningTime(j, r, \Delta)$;
|      | foreach $(r_1, r_2) \in (R \times R)$ do
|      | $h_{j,c(r_1),c(r_2)} = max(h_{j,c(r_1),c(r_2)}, calculateHeadwayTime(j, r_1, r_2, \Delta))$;
|      | if $j$ is single way then
|      | $h_{j,c(r_1),c(r_2)} = max(h_{j,c(r_1),c(r_2)}, calculateHeadwayTime(j, r_1, r_2, \Delta))$;
|      | return $N = (S, J)$; |

is described in Algorithm 3. In the following, we will give some additional explanation to the algorithm. We skip the details on the different running modes to simplify the notation. There are three main steps, macroscopic network detection (ND), aggregation (AG), and time discretization (TD).

Macroscopic network detection means to construct the macroscopic digraph $N = (S, J)$ induced by $R$. Let $B(r)$ be the set of visited stations of route $r \in R$, i.e., locations (microscopic nodes) where the train stops and is allowed to wait. All visited stations are mandatory macroscopic station nodes. Note that after aggregation different microscopic nodes can belong to the same macroscopic station (area). If a conflict between two routes is detected at least one pseudo station is created. A conflict occurs not only in the case of converging or diverging routes, but especially if microscopic elements are used in both directions, e.g., if one route crosses another route. This detection is simply done by a
pairwise comparison of the train routes. So in any case of using the same track in opposite directions, a conflict is detected and two pseudo stations are created to isolate the conflicting part. In the same way only one pseudo station is created if a con- or divergence occurs. The resulting set of stations $S_{tmp}$ can be further aggregated. Note that microscopic nodes for each platform (affected by the routes) inside a station are contained in $S_{tmp}$. The routine aggregateStations() in Algorithm 3 enforces the imaginable aggregations, as informal described in Section 2 to a station set $S$. Accordingly, the station capacities are defined in that function as well as the turn around times for the considered train types $C$.

After this step the macroscopic network detection with respect to the stations is finished. It remains to divide the routes $R$ into sections, i.e., into tracks with respect to $S$. The subsequent station of node $v$ on the train route $r$ is denoted by nextStation($r, v$). For the creation of the tracks it is important to mention, that there could be more than one track between two macro stations, especially after aggregation steps, e.g., if there are two tracks between two aggregated macroscopic stations that could both be used by trains from the same direction. So a track is clearly identified by the starting and stopping microscopic (station) node and in addition to that by the set of microscopic arcs that were mapped to this track.

(TD), the calculation of the rounded running and headway times, is the last step of the algorithm. On track $j$ we denote the running time of train route $r$ by $d_{j}^{r} (= d_{j,c(r)}^{r})$, the headway time $h_{j,j,c(r_{1}),c(r_{2})}$ for the self correlation case, i.e., when a train on route $r_{2}$ follows a train with route $r_{1}$, and the headway time for the single way case with $h_{j,j,c(r_{1}),c(r_{2})}$. The running times are calculated by the cumulative rounding procedure calculateRunningTime() is implemented by Algorithm 1. The function calculateHeadwayTime() provides the headway times by Algorithm 2 and formula 1. For each route the running times, and for each pair of routes the headway times are calculated and (conservatively) aggregated according to the assignment of routes to train types $c \in C$. If there are several routes for the same train type, always the maximum time of the attribute is taken. The details on running modes have been omitted because it is only another technical question. Nevertheless, in NETCAST running and headway times with respect to running modes are implemented.
Figure 18: Constructed aggregated macroscopic network by netcast

In Figure 18 one of the macroscopic networks for the Simplon Tunnel generated by Algorithm 3 is shown. Finally, we summarize the resulting macroscopic data:

- (directed) network $N = (S, J)$ with stations, i.e., “station areas”, $S$ and tracks $J$
- mapping of subpaths of routes to tracks
- mapping of microscopic nodes to stations
- running time on tracks for all $C$ measured in $\Delta$
- headway time on all tracks for all pairs of $C$ measured in $\Delta$
- headway time on single way tracks for all pairs of $C$ measured in $\Delta$
- each micro element $e \in E$ corresponds to at most two (reversely directed) tracks
- each micro element $v \in V$ corresponds to at most one (pseudo) station

Remark 2.12. The constructed (technical minimal) headway matrices $H$ in netcast are valid, i.e., transitive and order-safe.

Remark 2.13. We developed our transformation tool netcast based on a given set of routes. The idea is to extract the components of these routes and map them to train types so that “new” routes can be constructed. Let routes from station A via C to D and from B via C to E for the same train type be given. Figure 19 shows the situation, i.e., both train routes stop at station C. After the transformation by netcast the macroscopic model can even handle trains from A to E and from B to D for that train type via re-combination. This allows to reduce the simulation effort to a standard set of patterns and routes.
Remark 2.14. Furthermore, **netcast** aggregates the microscopic infrastructure network as much as possible based on the set of routes, their overlappings, and their stopping pattern. In Figure 20 this is highlighted on several examples. On the left the macroscopic network is shown, which is produced by **netcast** if only High Speed Trains (EC) from Brig to Dommodossola and vice versa are considered. Due to the fact that no intermediate stopping for these trains is needed the macroscopic network shrinks to only two stations and two tracks (each per direction). In the middle, the same is done if you consider regional trains, which stops at some intermediate stations. On the right hand the final network for the Simplon with respect to all different types of trains can be seen. Note,: this is the same network as in Figure 18 only visualized in **TraVis** using the correct geographical coordinates.

Remark 2.15. **netcast** provides a re-translation of train paths from the macroscopic model to the microscopic model. That is the macroscopic path in $N = (S, J)$ will be transferred to a microscopic path in $G = (V, E)$. Note that in case of station aggregations some degree of freedom in choosing the precise routing inside a station occurs. Furthermore, the departure and arrival times of the macroscopic model which are given in $\Delta$, are stated more precisely with respect to the original durations given in $\delta$.

![Figure 19: New routing possibilities induced by given routes](image)

![Figure 20: Macroscopic network produced by **netcast** visualized by **TraVis**](image)
3 Final Remarks and Outlook

In this chapter we discussed a standard microscopic railway model and a novel macroscopic one that appropriately represents infrastructure resources and thus capacity. We introduced a convenient transformation approach which we implemented as the tool **netcast**. The big advantage is that the approach is generally applicable to any microscopic railway model, i.e., data of a standard microscopic railway simulation tool. In addition the reliability and quality of the results is obviously much higher in an integrated system than isolated applications. Our Micro-Macro Transformation algorithm detects the macroscopic network structure by analyzing interactions between standard train routes. In this way, the algorithm can ignore or compress parts of the network that are not used by the considered train routes, and still account for all route conflicts by constructing suitable pseudo stations. Time is discretized by a cumulative rounding procedure that minimizes the differences between aggregated and real running times.

Furthermore, we analyzed the error propagation of rounding procedures caused by the transformation and the more coarse discretization. Thus we can directly quantify the quality of a macroscopic railway model in comparison to the originated microscopic one. The impact of the time discretization of a railway model can be enormous. We will discuss this on several experiments in Chapter IV and Section 4.

However, with our approach a fixed discretization Δ can be determined to construct a macroscopic model with legitimated and reliable results. The question which fixed discretization one should choose arises in several optimization contexts, e.g., LPP and PESP, and is very rarely discussed. In most cases software systems in operation work with a fixed unit, i.e., minutes in most of the related literature. The work of Lusby (2008) [158] is exceptional who is using tints of 15 seconds. Hence it is an interesting field to evaluate discrete models, i.e., not only railway models, with respect to different time scales. Further developments will be to introduce a dynamic handling of discretization instead of a fixed approach to face up to the major challenge directly “inside” the solver.
Chapter III

Railway Track Allocation

In this chapter we introduce the track allocation problem, recapitulate several appropriate models from the literature and discuss them. A major contribution will be the development of an extended formulation, which yields computational advantages, especially for real world instances. We analyze the polyhedral relations of these models and present several extensions. Finally, a sophisticated algorithm for the extended formulation to solve the track allocation problem based on column generation techniques and the approximate bundle method will be presented.

The novel model approach is joint work with Ralf Borndörfer. Steffen Weider kindly provided an implementation of the approximate bundle method and of the rapid branching heuristic for set partitioning problems. This code was the basis of the adapted versions in TS-OPT, which has been implemented by the author of this thesis. This chapter summarizes the current state of our research, which has already been presented at conferences, i.e., Borndörfer & Schlechte (2007) [30, 31]; Borndörfer et al. (2006) [34]; Borndörfer, Erol & Schlechte (2009) [38]; Borndörfer, Schlechte & Weider (2010) [43]; Schlechte & Borndörfer (2008) [188]. It has already received considerable recognition in research on the track allocation problem, visible in recently published literature, e.g., Cacchiani (2007) [51]; Cacchiani, Caprara & Toth (2007) [52]; Cacchiani, Caprara & Toth (2010) [54]; Caimi (2009) [57]; Fischer & Helmberg (2010) [89]; Fischer et al. (2008) [90]; Klabes (2010) [129]; Kontogiannis & Zaroliagis (2008) [136]; Lusby (2008) [158]; Lusby et al. (2009) [159].
1 The Track Allocation Problem

The track allocation problem, also known as the train timetabling problem (TTP) in the literature, is the following problem: Given is an macroscopic railway model and a set of train slot requests. The (TTP) is to decide which subset of the train requests should be realized and what are the exact departure and arrival times of these trains. In this context a train slot is a path through the infrastructure network together with exact departure and arrival times for all visiting stations. Furthermore, it has to fulfill the requirements of the request specification. However, the precise definition will be evolved in this section.

Thereby, the solution schedule must be a track allocation which is feasible and optimal, i.e., the solution satisfies all operational macroscopic infrastructure constraints and maximizes a given objective, i.e., a “profit” function. This is a profit-oriented approach persecuted by network provider, governor or marketer in the near future, e.g., DB Netze AG [73], Trasse Schweiz AG [207], or ProRail [179].

One could also ask for a “cost-minimal” train schedule for given trains from an operator point of view. Online dispatching can also be seen as a track allocation problem as minimizing additional waiting times of the considered trains. Obviously, the real time dispatching problem has a different flavor, because it needs a different quality of data, and shorter solving times, but from a mathematical modeling point of view it is basically the same problem. We already discussed the related literature in Chapter I and Section 6.

One part of the input of the track allocation problem, the macroscopic railway model, was already presented in Chapter II and Section 2.1. The other one, the train demand specification, will be introduced in Section 1.1 of this chapter. Together they specify an instance of the train timetabling or track allocation problem, see Figure 1. This specification was developed as a general auction language for railway usage in Borndörfer et al. (2006) [34]. Furthermore it is used as a standardization for macroscopic train timetabling problems in the problem library TTPlib, see Erol et al. (2008) [85].

For passenger traffic which is mainly periodic and cross-linked, we refer to the work on partial periodic service intention, see Caimi (2009) [57]. In that setting the definition of connections and time dependencies between different trains, i.e., meetings of train slots, build the core
of the specification and models. For our purpose individual aspects are most relevant for example the requirements of cargo trains such as desired arrival times at certain stations or minimum dwelling times. Our specification is also influenced by the work of Schittenhelm (2009) [186] which provides an extensive discussion of quantifiable timetable aspects. Nevertheless, we will show how to integrate global schedule requirements like connections or periodic services in our models in Section 2.4. Section 1.2 gives a precise description and construction of an instance of the TTP by Definition 1.5.

1.1 Traffic Model – Request Set

Consider a basic setting that allows extensive valuation for individual train slot requests of the following general form. Denote by \( I \) the set of given train slot requests. Each slot request \( i \in I \) specifies a train type \( c_i \in C \), a basic profit \( b_i \in \mathbb{Q}_+ \), and a list of station stops with at least two elements, namely start and final destination. On the one hand for each stop mandatory definitions are required:

- station \( s \in S \),
- minimum and maximum departure time, \( t_{\text{min}}^{\text{dep}} \leq t_{\text{max}}^{\text{dep}} \in \mathbb{N} \),
- minimum and maximum arrival time, \( t_{\text{min}}^{\text{arr}} \leq t_{\text{max}}^{\text{arr}} \in \mathbb{N} \),

On the other hand additionally optional intentions for each stop can be specified:

- optimal departure time, \( t_{\text{opt}}^{\text{dep}} \in [t_{\text{min}}^{\text{dep}}, t_{\text{max}}^{\text{dep}}] \cap \mathbb{N} \),
- optimal arrival time, \( t_{\text{opt}}^{\text{arr}} \in [t_{\text{min}}^{\text{arr}}, t_{\text{max}}^{\text{arr}}] \cap \mathbb{N} \),
- penalties for exceeding times, \( p_{\text{arr}}^{+}, p_{\text{dep}}^{+} \in \mathbb{Q}_+ \) per time unit,
- penalties for falling below optimal times, \( p_{\text{arr}}^{-}, p_{\text{dep}}^{-} \in \mathbb{Q}_+ \) per time unit,
- minimum and maximum dwell time, \( d_{\text{min}} \leq d_{\text{max}} \in \mathbb{N} \).
Finally, it is possible to guide certain attributes of the complete path by means of

- penalty for exceeding of minimum travel time $p_{+}^{travel} \in \mathbb{Q}_{+}$ per time unit,
- penalty for additional stops $p_{+}^{stops} \in \mathbb{Q}_{+}$.

By source of those parameters mainly the characteristics of individual cargo trains are reflected. We deliberately do not consider to specify relations between different trains, i.e., this is necessary for passenger trains, to keep the TTPLib simple. However, future challenges will be to incorporate passenger timetable optimization models like PESP in the specification of the TTPLib.

Train slots can be preferred which realize fast connections between origin and destination by choosing $p_{+}^{travel}$ larger than zero. In Example 1.1 usual penalty functions are given and explained.

Analogously, it might be useful that slots on which the train has to unnecessarily brake and accelerate again are penalized by $p_{+}^{stops}$. Energy-saving, see Albrecht (2008) [10], is a hot topic in railway engineering from an operational point of view, but can also be considered in planning these slots to some extend. However, we restrict our consideration and input parameters to the list above, but of course some other aspects might also be interesting, e.g., penalties for exceeding the minimum route length to prefer direct and short routes.

**Example 1.1.** Let the function on the left hand in Figure 2 specify the penalty $\epsilon$ for deviation from the optimal departure time at the first station of the train slot. It can be seen that shifting the departure time within the given time window by one time unit earlier than desired is more punished than departing by one time unit later. The function on the right hand could be useful to control an arrival event. No penalty $\epsilon$ is obtained for arriving before the optimal point, but exceeding that time at this stop is critical for the train and hence it is highly penalized. Figure 3 shows a simple profit function $w()$ with respect to a given basic profit $b$ and both penalizations.

Of course, the restriction of that framework to two-stepwise-linear functions is nonessential. The reason for that is to keep the definition of the objective function of any train request as simple as possible. This allows to define a huge range of different goals by just changing some parameters of each train request. Nevertheless, we want to point out
explicitly, that it would be possible to use much more complex non-linear functions, because in the end these function evaluations only lead to different values for the objective coefficients of some arcs. However, the framework should not exceed a certain degree of complexity.

The goal for developing this framework is to give a train operator the possibility to specify easily their requirements with only a few parameters. It is an economic “bidding language” that enables train operating companies to express their train slot requests in a satisfactory, tractable, and flexible way. We present possible extensions to deal with combinatorial restrictions on the train request in a separate Section 2.4.

Finally, we want to clarify some easily mistakable terms for stopped trains. In the request specification we use the term dwell time which can either be a turn around activity or pure waiting. Due to the fact that this does not make a difference from an operator point of view we
do not distinguish between them. However, for the consistency of train paths we have to handle turn around activities appropriately.

1.2 Time Expanded Train Scheduling Digraph

We expand our macroscopic railway model along a discretized time axis to model timetables in an event activity digraph $D = (V, A)$, the so called train scheduling digraph. All durations of $G = (V_N, A_N)$ and all times of $I$ are given with respect to a constant discretization $\Delta$, e.g., one minute. We construct multiple copies of the infrastructure node set $V_N$ over a time horizon, one node set for each time and for each train request $i \in I$, i.e., we expand $G_{\mid c_i}$. The arcs $A_N$ associated with train type $c_i \in C$ are also copied, connecting nodes in time layers that fit with the running or turn around times, as well as with the event definition. In that large scale digraph certain paths are realizations of requests, i.e., these graphs can easily have thousands of nodes and arcs even with a discretization of minutes. Sometimes we also use the term path $p$ implements request $i$. By definition a request can be very flexible with respect to the route and the event times. We denote the set of implementing paths for request $i \in I$ by $P_i$. The formal construction of $D = (V, A)$ is as follows:

We denote the time horizon by $T = \{t_0, \ldots, t_{\text{max}}\} \subseteq \mathbb{N}$, i.e., $t_0$ is the first time of an event and $t_{\text{max}}$ the last. The set of time-nodes associated to train request $i \in I$ is $V_i = \{(v, t) : v \in V_N, t \in T\} \subseteq V_N \times T$ with $V_N = S \times \{1, 2\} \times \{\text{arr, dep, passing}\}$, i.e., $(v, t)$ is the copy of infrastructure event node $v \in V_N$ of side one or two and station $s \in S$ at time step $t$ for request $i \in I$.

The next paragraphs will describe four different types of arcs I to IV. Two time-nodes $(u, \tau)$ and $(v, \sigma)$ are connected by a (running) time-arc $((u, \tau), (v, \sigma))$ of train type $c_i$ if nodes $u$ and $v$ are connected by an arc $a \in A_N$ in the infrastructure network $G$. In addition the running time $d(a) = d_{j(a), c_i, m(a)}$ from $u$ to $v$ for a train of type $c_i$ must be equal to $\sigma - \tau$ where $j(a)$ denotes the corresponding track of arc $a$ and $m(a)$ the considered running mode, respectively. Note that node $u$ can be of mode $\{\text{dep, passing}\}$ and $v$ of mode $\{\text{arr, passing}\}$. We denote the set of running time-arcs by $A_I$. 
The second set of potential time expanded arcs are "real" turn around activities inside a station. Analogously, we connect time-nodes $(u, \tau)$ and $(v, \sigma)$ by a time-arc $((u, \tau), (v, \sigma))$ of train type $c_i$ if a turn around arc $a \in A_N$ in the infrastructure network is defined between this arrival and departure pair and $d(a) = \sigma - \tau$. Note that in this case node $u$ must be an arrival and $v$ a departure node on the same side of the station, i.e., $o(u) = o(v)$.

The third type of arcs is useful to model additional waiting. We distinguish between two possibilities:

- explicit waiting on a turn around arc from arrival to departure nodes,
- implicit waiting on a waiting time-line between departure nodes.

It depends on the considered degree of freedom which waiting policy is more reasonable. For train requests with a restrictive maximum waiting or dwell time at a station, i.e., most passenger trains, we suggest explicit waiting on turn around arcs between arrival nodes and departure nodes. The arrival node $(v, \tau)$ is then connected with departure node $(u, \sigma)$, if a turn around arc $a \in A_N$ with duration $d(a) = d_{s,f}$ and $c_i \in f$ is defined in the infrastructure network between $v \in V_N$ and $u \in V_N$ and if $d_{\min}(s, i) \leq d_{s,f} = \sigma - \tau \leq d_{\max}(s, i)$. Hence, the duration of a waiting arc respects the given waiting interval for train $i$ in station $s$ and the minimal turn around time $d_{s,f}$. Note that in that model the total duration of a time expanded turn around arc consists of the time needed to perform the turn around\(^1\) and a valid waiting expansion.

**Remark 1.2.** Let $m$ be the number of potential arrival points in time and $n$ the number of departure points in time, then explicit waiting could lead to at most $m \cdot n$ turn around arcs.

In cases where the length of the waiting interval inside a station could become arbitrary large and is a priori not bounded, we use a timeline concept. Timelines are applied to a lot of planning problems, where the number of potential arcs can become too large to handle them explicitly, see Desrosiers, Soumis & Desrochers (1982) [75]; Kliewer, Mellouli & Suhl (2006) [132]; Lamatsch (1992) [143]; Weider (2007) [213].

A turn around arc from each arrival node is created to enter the departure timeline on the other station side. Thus a minimum waiting time

---

\(^1\)For the artificial case of $o(u) \neq o(v)$ the duration $d_{s,f}$ might be zero.
can be ensured. Note that these arcs are the only ones in $D = (V, A)$ with a potential duration of zero. The departure nodes $v \in V_N$ are the consecutively connected via waiting arcs time by time. In particular, waiting at node $v$ is modeled by a time-arc $((v,t),(v,t+1))$ of type $\text{IV}$ for all $t \in \{t_0, \ldots, t_{\text{max}} - 1\}$.

**Remark 1.3.** Let $m$ be the number of potential arrival points in time and $n$ the number of departure points in time, then implicit waiting could lead to at most $m + n - 1$ turn around and waiting arcs.

In Figure 4 both model approaches are shown. The advantage of explicit waiting arcs is that not only minimum but also maximum duration can be handled. Furthermore, it is possible to define arbitrary objective values and attributes for each arrival and departure pair.

In a timeline this information is lost and decomposed. The arcs on the left in Figure 4 are replaced by the tree on the right. Each arc is represented by a path in the timeline and vice versa. Fortunately, in our setting the valuation and attributes of an arc are linear in the components of the representing path because of the dependence of time. Nevertheless, in an implicit waiting representation the control of the maximum waiting time is lost. This is compensated by a much smaller representation, see 1.2 and 1.3. Both representations are available in TS-OPT. However, default setting is to use the sparse timeline concept because a maximum waiting requirement is rather rare and can further be interpreted as a soft constraint in our instances. In the case that a hard maximum waiting is required it is possible to use the explicit model for that request. However, both arc types, i.e., $\text{II}$ and $\text{III}$, are representing waiting with the difference that the first one connect arrival with departure nodes and the second one connect only departure nodes.

Finally, we define a dummy source node $s_i$ and sink node $t_i$ for each request $i \in I$. The source node $s_i$ represents the start of request $i$ and is connected via dummy arcs with all valid departure time-nodes $v = (s,o,m,\tau) \in V$. Node $v$ must be a departure (or passing\footnote{Passing nodes are allowed at begin or end to handle “fly in” or “fly out” traffic.}) one with $s$ equal to the start station of $i \in I$ and $\tau$ must be inside the given departure time window. Analogously, we connect a valid node $v$ with sink $t_i$ if $v$ is an arrival (or passing) node of the final station of $i$ and if $\tau$ is inside the arrival time window.
To simplify the notation, we denote the time of time-node $v \in V$ by $\tau(v)$, which is the last element of this 4-tupel. Analogously, we use $m(v)$, $s(v)$, and $o(v)$ as a mapping to access the event $m$, station $s$, and the side or orientation of $o(v)$ of node $v$. In the same way we denote the track, mode, and train type of a running arc $a \in A_I$ by $j(a)$, $m(a)$, and $c(a)$, respectively.

Due to this construction, we can partition the set of arcs $A_i$ with respect to the four following arc types:

- **I** running arcs on tracks $j \in J$,
- **II** turn around arcs inside stations $s \in S$,
- **III** waiting arcs inside station $s \in S$,
- **IV** artificial arcs for begin and end of a train request $i \in I$.

Note that by definition $s(u) = s(v)$ for all $(u, v) \in A_{\text{II}} \cup A_{\text{III}}$ and $s(u) \neq s(v)$ for all $(u, v) \in A_I \cup A_{\text{IV}}$ with $s(s_i) = s(t_i) = \emptyset$, respectively.

To make the notation clear, we use sometimes the set $A_i$, which is the subset of all time-arcs related to request $i \in I$. By $A_I$ the set of all running arcs $a \in A$ are denoted. Thus the set of arcs $A$ is a disjunctive union $\bigcup_{i \in I} A_i$, as well as $A = A_I \cup A_{\text{II}} \cup A_{\text{III}} \cup A_{\text{IV}}$.

Furthermore, we associate with each arc $a \in A$ an utility or profit value $w_a$, which reflects the objective parameters of the request definition. The idea is that the profit or utility value $w_p$ of a path $p \in P_i$, which
implements request $i \in I$, can be expressed as the sum of all incident components, i.e., this value is linear with respect to incident arcs:

$$w_p = \sum_{a \in p} w_a.$$ 

To avoid unnecessary notational overhead, we restrict ourselves to the basic case of two mandatory stops, that is, departure at origin and arrival at destination station. The special case where a train request asks for more than two stops can be appropriately reduced to the basic case stop by stop. However, to ensure that each intermediate (station) stop is visited in an $s_i - t_i$-path, several copies of time-nodes have to be considered.

Let $v_{i}^{\text{travel}}$ be the optimal values$^3$ for the duration of the requests $i \in I$, that is the difference between arrival time at final station and departure time at first station of request $i \in I$. Then, the objective values $w_a$ of $a = (u, v) \in A_i$ are defined, as follows:

$$w_a = \begin{cases} 
-p_{\text{travel}}^I(\tau(v) - \tau(u)) & \text{if } a \in A_I \cup A_{II} \cup A_{III}, \\
b_i + v_{\text{travel}}^I - p_{\text{dep}}^I(t_{\text{dep}}^I - \tau(v)) & \text{if } a \in A_{IV}, u = s_i, \tau(v) \leq t_{\text{dep}}^I, \\
b_i + v_{\text{travel}}^I - p_{\text{dep}}^I(\tau(v) - t_{\text{dep}}^I) & \text{if } a \in A_{IV}, u = s_i, \tau(v) \geq t_{\text{dep}}^I, \\
-p_{\text{arr}}^I(t_{\text{arr}}^I - \tau(v)) & \text{if } a \in A_{IV}, v = t_i, \tau(u) \leq t_{\text{arr}}^I, \\
-p_{\text{arr}}^I(\tau(v) - t_{\text{arr}}^I) & \text{if } a \in A_{IV}, v = t_i, \tau(u) \geq t_{\text{arr}}^I.
\end{cases}$$

The result is a space-time network $D = (V, A) = \bigcup_{i \in I} (V_i, A_i)$ in which train slots correspond to directed paths, proceeding in time. In particular directed paths from $s_i$ to $t_i$ are slot realizations of train request $i \in I$.

**Observation 1.4.** The train scheduling graph $D = (V, A)$ is acyclic and therefore there exists a topological order of the nodes.$^4$

Obviously, we have to perform the time expansion in an efficient manner because of the enormous number of potential nodes and arcs. The idea is to identify non-redundant station nodes and track arcs for each request individually in a first step. A priori shortest path computations,

$^3$These can easily be determined by appropriate shortest path computations with respect to the duration in $G = (V_N, A_N)$.

$^4$Even if we allow (artificial) turn around inside a station, which could have a duration of zero, the strong monotony of time on all other arcs, especially all outgoing arcs of departure nodes, prevent cycles.
Algorithm 4: Construction of $D$.

**Data:** network $N = (S, J)$ and requests $I$ (discretized in $\Delta$)

**Result:** train scheduling graph $D = (V, A)$

**init** $V \leftarrow \emptyset$, $A \leftarrow \emptyset$

**foreach** $i$ in $I$

- compute time expansion of $D_i = (V_i, A_i)$
- compute irreducible digraph $D_i = (V_i, A_i)$
- compute profit maximizing path in $D_i = (V_i, A_i)$

**set** $D = \bigcup_{i \in I} D_i$

i.e., for each train type, help to avoid time expansion in unnecessary directions of the network $(V_N, A_N)$.

After this trivial route preprocessing we only perform the time expansion of the remaining network part to reduce the number of considered time-arcs and time-nodes. Finally invalid sources, which are not connected to at least one valid sink, or invalid sinks, which cannot be reached by at least one source, are eliminated.

Figure 5 shows an example, i.e., in network HAKAFU_SIMPLE, for a train routing graph, before preprocessing, with 123 potential event nodes and 169 activity arcs. The corresponding train wants to depart from FSON in time interval $[0, 5]$ and arrive at station FCG in time interval $[0, 15]$. Depicted are all potential event nodes (station, event, side, time) which are reachable from the dummy source $s$ in the given time window. After preprocessing, the graph shrinks to 12 nodes and 13 arcs, see Figure 6.

Algorithm 4 spans the graph for each individual train request $i \in I$ stop by stop, i.e, from the first station to next specified stop of the request, and produces an irreducible graph representation $D_i = (V_i, A_i)$ for request $i \in I$. In particular no redundant time nodes or arcs are present. Furthermore, we compute a profit-maximizing path for each request $i \in I$, that is, a longest path with respect to weights $w$ in each acyclic digraph $D_i$. The sum of these values is a trivial a priori upper bound of the TTP. In Example 1.6 and in Figure 7 a preprocessed network $D = (V, A)$ is shown in detail.

The space-time network $D = (V, A)$ can also be used to make all potential conflicts between two or more train slots explicit. In fact, each
Figure 5: Complete time expanded network for train request

Conflict corresponds to timed resource consumption on tracks or inside stations and can be defined by an appropriate subset of time-arcs $A$.

For a potential headway conflict on a track, consider two train slots of type $c_1$ and mode $m_1$ and type $c_2$ and mode $m_2$ departing from the track $j \in J$ via arcs $a_1 \in A$ and $a_2 \in A$, arriving at times $t_1$ and $t_2$, respectively; w.l.o.g. let $t_1 \leq t_2$. There is a headway conflict between these slots if $t_2 < t_1 + h_{j,c_1,m_1,c_2,m_2}$. This conflict can be ruled out by stipulating the constraint that a conflict free set of slots can use only
one of the arcs $a_1$ and $a_2$. Doing this for all pairs of conflicting arcs enforces correct minimum headways.

For a station capacity conflict, consider train slots $p_i$ of train type $c_i \in C$, $i = 1, \ldots, k$, entering station $s \in S$ with capacity $\kappa_{s,f,c_i} \in f$ at time $t$. The capacity at time $t$ is exceeded if more than $\kappa_{s,f}$ trains belonging to that train set are present at this station at time $t$. Note that we assume that departing trains at time $t$ do not count at time $t$ because they are leaving the station at this moment.

This conflict can be ruled out in a similar way as before by stipulating the constraint that a conflict free set of slots can use at most $\kappa_{s,f}$ of the following arcs:

$\triangleright uv \in A_I \cup A_{IV}$, which enters an arrival or a passing node $v$ of station $s$ at time $t$, i.e., $s(v) = s$ and $\tau(v) = t$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{irreducible_graph.png}
\caption{Irreducible graph for train request}
\end{figure}
\( uv \in A_{\text{II}} \cup A_{\text{III}} \), which starts before time \( t \), i.e., \( \tau(u) < t \), and ends after time \( t \), i.e., \( \tau(v) > t \).

This definition for a general station capacity \( \kappa_{s,f} \) illustrates the flexibility of the model and the possibility to handle more specific station restrictions, which can easily be modeled by appropriate definitions of the restricted subset of \( A \).

Cacchiani (2007) [51] construct conflicts sets for consecutive arrivals, consecutive departures, and overtaking situations at certain intermediate stations.

Fischer et al. (2008) [90] consider, for instance, station capacities depending on the side of the station to control the incoming trains per direction.

This flexibility of the conflict sets is not needed if the network corresponds exactly to the microscopic infrastructure as in the work of Brännlund et al. (1998) [44], Lusby (2008) [158], and Fuchsberger (2007) [94]. However, on this scale only small scenarios can be handled and further requirements which are arising non-naturally, e.g., forbidden meetings of trains, are very hard to incorporate.

We denote an arbitrary conflict by \( \gamma \), the set of all conflicts by \( \Gamma \), the set of conflict arcs associated with conflict \( \gamma \) by \( A_\gamma \), and the maximum number of arcs from \( A_\gamma \) that a conflict-free set of slots can use by \( \kappa_\gamma \).

If a chosen set of \( s_i - t_i \) paths is conflict-free with respect to \( \Gamma \), we sometimes use the term *simultaneously feasible*. The train timetabling or track allocation problem can then be defined as follows:

**Definition 1.5.** Given train slot requests \( I \), a corresponding digraph \( D = (V,A) \), a profit value \( w_a \) for each time-arc \( a \in A \) and an explicit definition of conflicts \( \Gamma \) on the time-arcs \( A \), the problem to find a conflict-free maximum routing from \( s_i \) to \( t_i \) is called optimal track allocation problem. In other words, we seek for a profit-maximizing set of simultaneously feasible \( s_i - t_i \) paths in \( D = (V,A) \).

This is a natural and straightforward generalization of the train timetabling problem described in Brännlund et al. (1998) [44], Caprara, Fischetti & Toth (2002) [62], and Caprara et al. (2007) [64] to the case of networks. There, only the case of a single, one-way track corridor is considered. For convenience, we will use the acronym TTP to denote the optimal track allocation problem. It was shown in Caprara, Fischetti & Toth (2002) [62] that the TTP is \( \mathcal{NP} \)-hard, being a gen-
1 The Track Allocation Problem

request basic train stop at time window preferences
value type station \( (t_{\text{min}}, t_{\text{opt}}, t_{\text{max}}, p^-, p^+) \)

<table>
<thead>
<tr>
<th></th>
<th>basic value</th>
<th>train type</th>
<th>stop at station</th>
<th>time window preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>blue</td>
<td>10</td>
<td>PT</td>
<td>X</td>
<td>(1, 3, 4, 1, 2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Z</td>
<td>(3, 5, 6, 0, 1)</td>
</tr>
<tr>
<td>red</td>
<td>10</td>
<td>CT</td>
<td>X</td>
<td>(1, 3, 3, 2, 0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Z</td>
<td>(5, 6, 7, 2, 0)</td>
</tr>
</tbody>
</table>

Table 1: Definition of train request set

eralization of the well-known maximum stable set problem, see Garey & Johnson (1979) [97].

Example 1.6. Consider again a tiny network graph consisting of three stations and only two tracks. Assume that the infrastructure can be used by two different train types, called blue and red, who need one respectively two time units to pass the given tracks, and each has to respect a minimal headway of one minute on each track. For simplification, these trains can only perform a running mode of type 1. With the introduced notation, we have given:

stations \( S = \{ X, Y, Z \} \),

tracks \( J = \{ (X(2), Y(1)), (Y(2), Z(1)) \} \),

train types \( C = \{ PT, CT \} \),

running times \( d_{j,PT,1} = 1, \ d_{j,CT,1} = 2, \forall j \in J \) and \( h_{j,c_1,1,j,c_2,1} = 1, \forall j \in J, \ c_1, c_2 \in C \).

We consider two train requests. Both should start in station \( X \) and target station \( Z \), and are allowed to stop in \( Y \) for an arbitrary time. The first train should start in the time interval \([1, 4]\) and arrive in the window \([3, 6]\), while the second train should depart in \([1, 3]\) and arrive in \([5, 7]\). As we see, we obtain a time horizon of \( T = \{1, 7\} \) for the total train routing graph. In Table 1 the preferences and valuations of the requests are listed, which consists only of a basic value and penalties for scheduled arrival and departure times. The graph \( D = (V, A) \) produced by Algorithm 4 is shown in Figure 7.

The given request valuations of Table 1 were transferred to objective weights \( w_a \) of the time-arcs, see labels in Figure 7. In this example only the artificial begin and end arcs of the “train routing” flow have values \( w_a \) different from zero.
The optimal track allocation problem is then to find a utility maximizing set of conflict-free $s_i - t_i$-flows. Here is a complete list of the conflict set $\Gamma$:

\[ \gamma_1 = \{ ((X, 2, dep, 1), (Y, 1, arr, 2)), ((X, 2, dep, 1), (Y, 1, arr, 3)) \}, \]
\[ \gamma_2 = \{ ((X, 2, dep, 2), (Y, 1, arr, 3)), ((X, 2, dep, 2), (Y, 1, arr, 4)) \}, \]
\[ \gamma_3 = \{ ((X, 2, dep, 3), (Y, 1, arr, 4)), ((X, 2, dep, 3), (Y, 1, arr, 5)) \}, \]
\[ \gamma_4 = \{ ((Y, 2, dep, 3), (Z, 1, arr, 4)), ((Y, 2, dep, 3), (Z, 1, arr, 5)) \}, \]
\[ \gamma_5 = \{ ((Y, 2, dep, 4), (Z, 1, arr, 5)), ((Y, 2, dep, 4), (Z, 1, arr, 6)) \}, \]
\[ \gamma_6 = \{ ((Y, 2, dep, 5), (Z, 1, arr, 6)), ((Y, 2, dep, 5), (Z, 1, arr, 7)) \}. \]

The best path for the red and blue request has value 10 each, but unfortunately the simultaneous routing on track $(X(2), Y(1))$ is invalid with respect to the headway conditions, i.e., the red and the blue train want to departing at node $X(2)$ at time 3. To finish the example, an optimal solution, realizing a profit value 19, is to schedule the blue train on path ...
\[ p_1 = (s_1, (X, 2, \text{dep}, 3), (Y, 1, \text{arr}, 5), (Y, 2, \text{dep}, 5), (Z, 1, \text{arr}, 7), t_1) \]

with utility value \( w_{p_1} = 10 \), and the red one on path

\[ p_2 = (s_2, (X, 2, \text{dep}, 2), (Y, 1, \text{arr}, 3), (Y, 2, \text{dep}, 3), (Z, 1, \text{arr}, 4), t_2) \]

with \( w_{p_2} = 9 \), respectively.

2 Integer Programming Models for Track Allocation

Section 2.1 discusses standard integer programming formulations to the track allocation problem based on the train scheduling graph \( D = (V, A) \). Furthermore, we develop an alternative formulation to take advantage of the structure of the headway conflicts in Section 2.2. Due to the very large size of real world problem instances, static arc formulations are limited. To overcome this limitation, path versions are often formulated. These are suitable to be solved by sophisticated column generation approaches or approximate bundle methods as we will present in Section 3.

In Section 2.3 the models are theoretically compared and analyzed. We will also show that our coupling formulations are extended formulations of the original packing formulations. Finally, we present several practical extensions to the problem and models in Section 2.4.

2.1 Packing Models

As mentioned before operational railway safety restrictions can be handled by conflict sets in \( D = (V, A) = \bigcup_{i \in I} D_i \). This modeling approach was introduced by the pioneer works of Brännlund et al. (1998) [44] and Caprara et al. (2006) [63] on railway track allocation. Each conflict \( \gamma \in \Gamma \) consists of a subset of arcs \( A_\gamma \subseteq A \) and an upper bound \( \kappa_\gamma \in \mathbb{Z} \). To formulate the track allocation problem as an integer program, we introduce a zero-one variable \( x_a \) (i.e., a variable that is allowed to take values 0 and 1 only) for each arc \( a \in A_i \). If \( x_a \) takes
a value of 1 in an \((\text{APP})'\) solution, this means that a slot request \(i\) associated with arc \(a\) passes through arc \(a\); clearly, this implies that slot request \(i\) has been assigned. On the other hand \(x_a = 0\) means that arc \(a\) is not used by a slot associated with slot request \(i\), independently of whether slot request \(i\) is assigned or not. Furthermore, we are given \(w_a\) for each arc \(a\) of slot request \(i\) in order to account for the overall proceedings or utility of a track allocation. Let us finally denote by \(\delta_{\text{in}}(v) := \{(u, v) \in A_i\}\) the set of all arcs entering a time-node \(v \in V_i\). Similarly, let \(\delta_{\text{out}}(v) := \{(v, w) \in A_i\}\) be the set of arcs leaving time-node \(v\). With these definitions and the notation of Section 1 the track allocation problem can be formulated as the following integer program:

\[
\begin{align*}
(\text{APP})' & \quad \max \quad \sum_{i \in I} \sum_{a \in A_i} w_a x_a \quad \text{(i)} \\
\text{s.t.} & \quad \sum_{a \in \delta_{\text{out}}(s_i)} x_a \leq 1, \quad \forall i \in I \quad \text{(ii)} \\
& \quad \sum_{a \in \delta_{\text{in}}(t_i)} x_a \leq 1, \quad \forall i \in I \quad \text{(iii)} \\
& \quad \sum_{a \in \delta_{\text{out}}(v)} x_a - \sum_{a \in \delta_{\text{in}}(v)} x_a = 0, \quad \forall v \in V_i \setminus \{s_i, t_i\}, i \in I \quad \text{(iv)} \\
& \quad \sum_{a \in A_i} x_a \leq \kappa_\gamma, \quad \forall \gamma \in \Gamma \quad \text{(v)} \\
& \quad x_a \in \{0, 1\}, \quad \forall a \in A_i, i \in I \quad \text{(vi)}
\end{align*}
\]

In this model, the integrality constraints (vi) state that the arc variables take only values of 0 and 1. Constraints (ii)–(iv) are flow constraints for each slot request \(i\); they guarantee that, in any solution of the problem, the arc variables associated with slot request \(i\) are set to 1 if and only if they lie on a path from the source \(s_i\) to the sink node \(t_i\) in \(D = (V, A)\), i.e., they describe a feasible slot associated with slot request \(i\). They are all set to 0 if no slot is assigned to slot request \(i\). Note that constraints (iii) are redundant because \((\text{APP})'\) (ii) and \((\text{APP})'\) (iv) already define the flow, see Ahuja, Magnanti & Orlin (1993) [5]. Constraints (v) rule out conflict constraints, as described before.

The objective function (i) maximizes total network utility by summing all arc utility values \(w_a\). This integer program can be seen as a “degenerate” or “generalized” multi-commodity-flow problem with additional arc packing constraints. In the sense that even though all train flows are individual longest path problems in acyclic digraphs \(D_i\), they are connected by conflict set \(\Gamma\) and constraints (v), respectively.
As we already mentioned, Caprara et al. (2001) [61] and Caprara, Fischetti & Toth (2002) [62] defined conflict sets for departures, arrivals, and overtakings to ensure operational feasibility. Although this formulation allows for a very flexible definition of conflicts, a disadvantage of model \((\text{APP})'\) is the “hidden structure”, the detection, and the potentially large size of \(\Gamma\). We will examine this issue for the case of headway conflicts, for which constraints \((v)\) are packing constraints, i.e., \(\kappa_\gamma = 1\). This can be done as follows. We create a conflict graph \(\Lambda = (A_I, E)\) with node set \(A_I\) of all running time-arcs. As already described in Section 1, for a potential headway conflict on a track \(j \in J\), we can consider two train slots of type \(c_1\) and mode \(m_1\) and type \(c_2\) and mode \(m_2\) departing from the track \(j\) via arcs \(a_1 \in A\) and \(a_2 \in A\), arriving at times \(t_1\) and \(t_2\), respectively. W.l.o.g. let \(t_1 \leq t_2\), then there is a headway conflict between these slots if \(t_2 < t_1 + h_{j,c_1,m_1,c_2,m_2}\).

Each pair of conflicting arcs \(a_1\) and \(a_2\) defines an edge \((a_1, a_2) \in E\) and a corresponding conflict set \(\gamma\) containing both time-arcs and an upper bound \(\kappa_\gamma = 1\). Doing this for all pairs of conflicting arcs enforces correct minimum headways. We denote this preliminary model by \((\text{APP})'\), because further observations will lead to much stronger formulations.

It is clear that these pairwise conflict sets can be enlarged to inclusion-maximal ones which correspond to cliques in \(\Lambda\). In the following we will collect some basic facts about detection and occurrence of maximum cliques in special graph classes. The statements translate directly into our setting. The case of “full block occupation” can be seen as the simplest one, that is, the headway time is set to the corresponding running time of the train. Keep in mind that in this setting headways are completely independent from the type of the successor train, they depend only on the departure time. The graph \(\Lambda\) becomes an interval graph. Figure 8 illustrates the construction of \(\Lambda\) and the maximal cliques in that case.

**Lemma 2.1.** In a block occupation model all maximal conflict sets can be found in polynomial time since \(\Lambda\) is an interval graph.

**Proof.** The cliques in the conflict graph are collections of compact real intervals. By Helly’s Theorem, see Helly (1923) [113], the intervals of each such clique \(\gamma \in \Gamma\) contains a common point \(p(\gamma)\), and it is easy to see that we can assume \(p(\gamma) \in \tau(A_I) = \{\tau(v) : v \in A_I\}\). It follows that the conflict graph \(\Lambda\) has \(O(A_I)\) inclusion maximal cliques, which can be enumerated in polynomial time. In Booth & Lueker (1976) [27]
Figure 8: Example for maximum cliques for block occupation conflicts.

and Habib et al. (2000) [107] linear time recognition algorithms can be found.

Example 2.2. In Figure 8 the relation between headway conflict sets on a track \( j \in J \) and the corresponding conflict graph \( \Lambda \) is shown. On the left hand, six trains are shown with the corresponding departure and arrival times. In the middle, the blocked intervals are projected. On the right hand, the induced conflict graph \( \Lambda \) can be seen. Furthermore, we highlighted all maximal cliques in that small example by shaded areas.

Observation 2.3. The train timetabling problem with full block occupation conflicts on a single track is equivalent to finding a maximum independent set in interval graphs.

In general the separation of the maximal clique constraints is not trivial. This is because the entries\(^5\) of the headway matrix \( H \) are in general different for each train type and for each stopping behavior combination.

Furthermore, realistic minimal headway matrices as presented in Section 2.1 are transitive, see Definition 2.6, and in the majority of cases asymmetric. Lukac (2004) [157] gives an extensive analysis of the structure of clique constraints arising from triangle-linear and quadrangle-linear matrices and proves that the time window of interest is bounded by twice the maximum headway time. However, in realistic cases this can be quite large. Since the number of constraints \((\text{APP})'(v)\) can be exponential in the number of arcs Fischer et al. (2008) [90] pro-

\(^5\)In case of full block occupation all entries are equal to the corresponding running time.
pose to use a greedy heuristic to find large violated cliques. Note that constraints (APP)′(v) induced by station capacities can be separated by complete enumeration. We denote the arc sets corresponding to all maximal cliques in Λ by Γ\textsubscript{max} and receive:

\begin{align*}
\text{(APP)} & \quad \max \sum_{i \in I} \sum_{a \in A_i} w_a x_a \\
\text{s.t.} & \quad \sum_{a \in \delta_{\text{out}}(s_i)} x_a \leq 1, \quad \forall i \in I \\
& \quad \sum_{a \in \delta_{\text{in}}(t_i)} x_a \leq 1, \quad \forall i \in I \\
& \quad \sum_{a \in \delta_{\text{out}}(v)} x_a - \sum_{a \in \delta_{\text{in}}(v)} x_a = 0, \quad \forall v \in V_i \setminus \{s_i, t_i\}, i \in I \\
& \quad \sum_{a \in A_i} x_a \leq \kappa_{\gamma}, \quad \forall \gamma \in \Gamma_{\text{max}} \\
& \quad x_a \in \{0, 1\}, \quad \forall a \in A_i, i \in I 
\end{align*}

Note that constraints (APP) (iii) are again redundant. The packing model can also be formulated with binary decision variables \(x_p\) for each path instead of arc variables \(x_a\). Consequently, we define the proceedings of a path \(p\) as the sum of its incident arcs:

\[ w_p = \sum_{a \in p} w_a. \]

The resulting version (PPP) reads as follows:

\begin{align*}
\text{(PPP)} & \quad \max \sum_{i \in I} \sum_{p \in P_i} w_p x_p \\
\text{s.t.} & \quad \sum_{p \in P_i} x_p \leq 1, \quad \forall i \in I \\
& \quad \sum_{p \cap A_i \neq \emptyset} x_p \leq \kappa_{\gamma}, \quad \forall \gamma \in \Gamma_{\text{max}} \\
& \quad x_p \in \{0, 1\}, \quad \forall p \in P_i, i \in I
\end{align*}

Constraints (PPP) (ii) ensure that each request is implemented by at most one path. Conflict constraints (PPP) (iii) make sure that no headway or station conflict is violated. (PPP) (iv) state that all path variables \(x_p\) are zero or one. Finally, objective (PPP) (i) is to maximize the profit of the schedule.
The packing formulations of the optimal track allocation problem with block occupation conflicts only have the sizes listed in Table 2. For a set $S$ we write $O(S) = O(|S|)$. Model $(PPP)'$ is thereby a path formulation based on pairwise headway conflict sets.

We have seen for the block occupation case that the number of maximal conflicting sets can be bounded by the number of nodes and can be efficiently constructed. Unfortunately, in the general case, which are models $(APP)'$ and $(PPP)'$, it might lead to conflicts sets quadratically in the number of running arcs.

### 2.2 Coupling Models

We propose in this section an alternative formulation for the optimal track allocation problem that guarantees a conflict free routing by allowing only feasible route combinations, and not by excluding conflicting ones as described in Section 2.1. The formulation is based on the concept of feasible arc configurations, i.e., sets of arcs on a track without headway conflicts. Formally, we define a configuration for some track $j = (x, y) \in J$ as a set of arcs $q \subseteq A_j := \{(u, v) \in \mathcal{A}_j : s(u)s(v) = (x, y) \text{or } j((x, y)) = j\}$ such that

$$|q \cap A_{\gamma}| \leq 1 \quad \forall \gamma \in \Gamma.$$

Denote by $Q_j$ the set of all such configurations for track $j \in J$, and by $Q$ the set of all configurations over all tracks. The idea of the extended model is to introduce 0/1 variables $y_q$ for choosing a configuration on each track and to force a conflict free routing of train paths $p \in \mathcal{P}$ through these configurations by means of inequalities

<table>
<thead>
<tr>
<th>formulation</th>
<th>variables</th>
<th>non-trivial constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(APP)$</td>
<td>$O(A)$</td>
<td>$O(A)$</td>
</tr>
<tr>
<td>$(PPP)$</td>
<td>$O(P)$</td>
<td>$O(V)$</td>
</tr>
<tr>
<td>$(APP)'$</td>
<td>$O(A)$</td>
<td>$O(A^2)$</td>
</tr>
<tr>
<td>$(PPP)'$</td>
<td>$O(P)$</td>
<td>$O(A^2)$</td>
</tr>
</tbody>
</table>

Table 2: Sizes of packing formulation for the track allocation problem with block occupation
\[
\sum_{p \in P, a \in p} x_p \leq \sum_{q \in Q, a \in q} y_q \quad \forall a \in A_T.
\]

In Section 2.3 we will prove that this is equivalent to the packing constraints (APP) (v) and (PPP) (iii) in case of headway conflicts. In the following, we will show that these feasible time-arc configurations or sequences for each track \( j \in J \) can be constructed very efficiently under several reasonable assumptions.

In a first step, we introduce a headway conflict equivalence class for each running arc \( a \in A_I \), if their resource consumption on a track is equal. The reason is that many time-arcs share the same headway restrictions, i.e., the next potential departure times are equal, even if other attributes might be different (objective, train type, request, mode, etc.).

**Definition 2.4.** Two arcs \( a = (x, y) \) and \( b = (w, z) \) with \( a, b \in A_I \) are resource equivalent, i.e., \( a \sim b \), if

- \( j(a) = j(b) \), (same track)
- \( \tau(x) = \tau(w) \), (same departure time)
- \( \tau(y) = \tau(z) \), (same arrival time)
- and, \( h_{j(a), c(a), m(a), k, l} = h_{j(b), c(b), m(b), k, l}, \forall k \in C, l \in M \) (same headway time for any succeeding train type and mode).

Obviously, the relation defined by 2.4 is reflexive, symmetric and transitive, and thus a equivalence relation. In Figure 9 running arcs of two requests on track \( (X, Y) \) can be seen. Assume that they fulfill additionally the Definition 2.4, then a hyperarc represents the corresponding equivalence class.

Denote by \( A^\Psi_j \) the set of all equivalence classes on track \( j \in J \) and \( A^\Psi = \bigcup_{j \in J} A^\Psi_j \) of all running arcs \( A_I \), respectively. Due to the headway definition, i.e., all minimal headway times are strictly positive, only one arc of each class can be chosen. However, it does not matter which one. The idea is to define local feasible flows, which ensure headway feasibility on each track and couple them appropriately with the train or route flows. Even if this trivial observation might complicate the notation, it is a crucial and necessary point to aggregate and strengthen the models. Otherwise, this would lead to too many and foremost weaker constraints. Instead of directly writing down a corresponding model, however, we propose a version that will model configurations...
as paths in a certain acyclic routing digraph, if the headway matrix is valid. The advantages of such a formulation will become clear in the following. The construction extends the already described routing digraph $D = (V, A)$ to a larger digraph as illustrated in Figure 10. We will denote the extended digraph by $\overline{D} = (V \cup \overline{V}, A \cup A^\Psi \cup \overline{A})$.

The construction is as follows: Let $s_j$ be an artificial source and $t_j$ an artificial sink node to define a flow on track $j = (x, y)$. Consider the running arc classes $A^\Psi_j$ on track $j$. Denote by $L_j := \{u : (u, v) \in A^\Psi_j\}$ and $R_j := \{v : (u, v) \in A^\Psi_j\}$ the associated sets of event nodes at the start and end station of track $j$. Note that all arcs in $A^\Psi_j$ go from $L_j$ to $R_j$. We denote by $n(\tau_1, c_1, m_1, c_2, m_2) \in \mathbb{Z}$ for $v = (-, c_1, m_1, \tau_1) \in R_j$ the next possible departure time of a train of type $c_2 \in C$ and $m_2 \in M$ after a train $c_1 \in C$ has departed with mode $m_1 \in M$ at $\tau_1$. Now let $\overline{A}_j := \{(v, u) : v \in R_j, u \in L_j\}$ be a set of “return” arcs that go back in the opposite direction and represent the next potential departure on that track; they connect the end of a running arc on $j$ (or node $s_j$) with all possible follow-on arcs (or node $t_j$) on that:

$$n(\tau_1, c_1, m_1, c_2, m_2) = \tau_1 - d_{j,c_1,m_1} + h_{j,c_1,m_1,c_2,m_2}, \quad (1)$$

$$n(\tau_1, c_1, m_1, c_2, m_2) = \min \{n(\tau_1, c_1, m_1, c_2, m_2) : (v, u) \in \overline{A}_j, \tau(u) \geq n(\tau_1, c_1, m_1, c_2, m_2)\}. \quad (2)$$
It is easy to see that the configuration routing digraph $D_j := (L_j \cup R_j \cup \{s_j, t_j\}, A^\Psi_j \cup \overline{A}_j)$ is bipartite and acyclic, if all minimal headway times are strictly positive.

In Figure 10, the construction is shown on a small set $A^\Psi_j$. On the left, the set of arcs (one per equivalence class) of track $j \in J$ and the node sets $L_j$ and $R_j$ can be seen. In the middle, the constructed graph $D_j$ is shown with dashed and dotted auxiliary arcs for the easy case of full block occupation.

The graph size can be significantly reduced by merging structural nodes and introducing a time-line. In the trivial case of full block occupation the next possible train departure on track $j$ is independent of the preceding and succeeding train type or running mode, i.e., the formula 2 simplifies to:

$$n(\tau_1, c_1, m_1, c_2, m_2) = \tau_1 - d_{c_1, m_1} + h_{j, c_1, m_1, c_2, m_2} = \tau_1.$$

Since $n(\tau_1, c_1, m_1, c_2, m_2)$ is exactly the arrival time of the considered running train on track $j$, we can merge nodes of set $L_j$ and $R_j$, if their times match. Therefore, we connect consecutive departure nodes of $L_j$, i.e., $s_j$ with the first one and the last one with $t_j$, respectively. Instead of constructing all possible return arcs each arrival node in $R_j$ is only connected once with the time-line, i.e., with the next potential
departure node $L_j$ (or $t_j$). On the right side of Figure 10 this reduced graph based on a time-line concept can be seen. The precise time-line construction and corresponding mathematical formulas can be found in Borndörfer & Schlechte (2007) [30].

Hence $s_jt_j$-paths $\overline{a}_1, a_1, \ldots, \overline{a}_k, a_k, \overline{a}_{k+1}$ in $D_j$ (without time-lines) and configurations $\{a_1, \ldots, a_k\}$ in $Q_j$ are in one-to-one correspondence for the case of block occupation. Let us formally denote this isomorphism by a mapping

$$\overline{\cdot}: Q_j \rightarrow P_j, q \mapsto p, j \in J,$$

where $P_j$ denotes the set of all $s_jt_j$-paths in $D_j = (V_j, A_j)$; however, we will henceforth identify paths $p \in P_j$ and configurations $q \in Q_j$.  

In the following, we will discuss the construction for the general headway case. It is easy to see that the construction rule (2) can again be applied to ensure consecutive valid headway times. However, Figure 11 gives an example, what can happen if $H^j$ is not transitive. On the left, three running arcs on track $j$ and in the middle the constructed track digraph $D = (V, A)$ with respect to $H^j$ are shown. Note that arc $k$ and $l$ as well as $l$ and $m$ are feasible successor, but $k$ and $m$ are not connected due to non-transitivity of $H^j$. On the right a $s_jt_j$-path in $D_j$ is highlighted, which violates a minimum headway time of trains which are not direct successors.

Therefore, transitivity of $H$ is a necessary condition to allow for an exact construction via $D_j$. Otherwise $D_{(x,y)}$ defines only a relaxation of the configuration $Q_j$, because there are $s_{(x,y)}t_{(x,y)}$-paths which could violate non-consecutively headway times.

**Lemma 2.5.** There is a bijection from all $s_jt_j$-paths in $D_j$ to the set of valid configurations $Q_j$ on track $j \in J$ if the headway matrix $H$ is transitive.

**Proof.** We provide two variants of the proof to facilitate the understanding. Let $D_j$ be the track digraph induced by headway matrix $H$.

1. assume $H$ is transitive, then the following map $\overline{\cdot}$ is a bijection:

$$\overline{\cdot}: P_j \rightarrow Q_j, p = \overline{a}_1, a_1, \ldots, \overline{a}_k, a_k, \overline{a}_{k+1} \mapsto q = \{a_1, \ldots, a_k\}, j \in J,$$

2. or assume $H$ is not transitive, then we can construct a path $p \in D_j$, which is not a valid configuration, see Figure 11. In that case
no bijection can exist between these spaces of different dimension, which is a contradiction.

Remark 2.6. The idea of reducing the huge number of potential return arcs by a time-line in $D_j$ can be transferred. We only have to distinguish between the basic equivalence classes induced by Definition 2.4, i.e., independent of the times $\tau$. In the worst case, these are $C \times M$ departure time-lines, one for each train type $c$ and running mode $m$. We do not give a precise formulation for this construction. However, in our software module TS-OPT a timeline concept, that is based on the equivalence classes, is implemented.

Remark 2.7. In Section 2 we have introduced an algorithm that provides a macroscopic network with transitive headway matrices on all tracks. Technical minimal headway times are naturally transitive for real world data.

Henceforth, we have defined all objects to introduce an extended formulation of the TTP. Variables $x_a$, $a \in A_i$, $i \in I$ control again the use of arc $a$ in $D_i$ and $y_b$, $b \in A_j^\Psi \cup \overline{A}_j$, $j \in J$ in $D_j$, respectively.
\text{max} \ \sum_{a \in A} w_a x_a \quad \text{(ACP) (i)}
\text{s.t.} \ \sum_{a \in \delta_{\text{out}}^i(v)} x_a - \sum_{a \in \delta_{\text{in}}^i(v)} x_a = 0, \quad \forall i \in I, v \in V_i \setminus \{s_i, t_i\} \quad \text{(ii)}
\sum_{a \in \delta_{\text{out}}^i(s_i)} x_a \leq 1, \quad \forall i \in I \quad \text{(iii)}
\sum_{a \in \delta_{\text{out}}^j(v)} y_a - \sum_{a \in \delta_{\text{in}}^j(v)} y_a = 0, \quad \forall j \in J, v \in V_j \setminus \{s_j, t_j\} \quad \text{(iv)}
\sum_{a \in \delta_{\text{out}}^j(s_j)} y_a \leq 1, \quad \forall j \in J \quad \text{(v)}
\sum_{a \in b} x_a - y_b = 0, \quad \forall b \in A^\Psi \quad \text{(vi)}
x_a, y_b \in \{0,1\}, \quad \forall a \in A, b \in A^\Psi \cup \overline{A}_j. \quad \text{(vii)}

The objective, denoted in (ACP) (i), is to maximize the weight of the track allocation. Equalities (ii) and (iv) are well-known flow conservation constraints at intermediate nodes for all trains flows \( i \in I \) and for all flows on tracks \( j \in J \), (iii) and (v) state that at most one flow, i.e., train and track, unit is realized. Equalities (vi) link arcs used by train routes and track configurations to ensure a conflict-free allocation on each track individually, i.e., the hyperarcs \( b \in A^\Psi \) are coupled with the arc set \( A_I \). Finally, (vii) states that all variables are binary.

\textbf{Remark 2.8.} Note that conflict constraints induced by station capacities are not considered in that construction. In the work of Erol (2009) [84] the configuration idea was also applied to these kind of constraints. Actually, we prefer a “lazy” approach to add them only if needed. Even though they do not arise naturally. In fact, only the aggregation of tracks inside and in the area around a station leads to them.

\textbf{Remark 2.9.} Conflict constraints induced by single way usage of two opposing tracks can be easily considered in that construction, as well. The main difference is the definition of the return arcs, which decide what a valid successor after each running arc is. In that case they can be adjacent to both stations of the track because the next departure can either be in the same or in the opposing direction on track \( j \). Consequently, we have departure time-lines on both sides of the track. Due to the properties of headway times for single way tracks the resulting graph \( D_j \) remains acyclic. Note that a minimal technical headway time for the opposing direction must be larger than the running time of the preceding train, see formula 1 in Section 2.3.
Pure static approaches and models are handicapped due to memory limitations. The presented digraphs and thus the model formulation can easily become very large and exceed 8GB of main memory even for instances with some hundred trains. Explicit numbers are given in Chapter IV and Section 1. To overcome these restrictions dynamic approaches to create and solve these models are very efficient and successful. We already presented the idea of column generation and branch and price in Section 8.5. To apply these techniques we developed a path based formulation of the (ACP), called (PCP), which will be the topic of Section 3. The path coupling model (PCP) is formulated with binary decision variables $x_p$ for each path instead of arc variables $x_a$ and $y_q$ for each configuration (“path”) instead of arc variables $y_b$ as follows:

\begin{align*}
\text{(PCP)} & \quad \max & \sum_{p \in P} w_p x_p \\
\text{s.t.} & & \sum_{p \in P, i} x_p \leq 1, \quad \forall i \in I \quad (i) \\
& & \sum_{q \in Q, j} y_q \leq 1, \quad \forall j \in J \quad (ii) \\
& & \sum_{p \in P, b \in p} x_p - \sum_{q \in Q, b \in q} y_q \leq 0, \quad \forall b \in A^\Psi \quad (iii) \\
& & y_q \in \{0, 1\}, \quad \forall q \in Q \quad (iv) \\
& & x_p \in \{0, 1\}, \quad \forall p \in P. \quad (v)
\end{align*}

The objective, denoted in (PCP) (i), is to maximize the weight of the track allocation. Inequalities (ii) and (iii) are set packing constraints to ensure that for each request $i \in I$ and each track $j \in J$ at most one path or configuration is chosen. Inequalities (iv) link arcs used by train routes and track configurations to ensure a conflict-free allocation on each track individually. We say that $b \in A^\Psi$ is an element of path $p$, $b \in p$, if there is an arc $a \in p$ with $a \in b$. Finally, (v) and (vi) state that all variables are binary.

Let $\gamma \in \mathbb{R}^{|I|}, \pi \in \mathbb{R}^{|J|}$ and $\lambda \in \mathbb{R}^{|A^\Psi|}$ be dual vectors. Consider the linear program arising from (PCP) (i) to (iv) with $y_q \geq 0, q \in Q$ and $x_p \geq 0, p \in P$. Because of (PCP) (ii) and (iii) the upper bound constraints $y_q \leq 1$ and $x_p \leq 1$ are redundant, and therefore we can ignore them for the dualization. We get the following dual problem:
(DLP)
\[
\begin{align*}
\min & \quad \sum_{j \in J} \pi_j + \sum_{i \in I} \gamma_i \\
\text{s.t.} & \quad \gamma_i + \sum_{a \in p, b \ni a} \lambda_b \geq w_p \quad \forall p \in P_i, \forall i \in I \\
& \quad \pi_j - \sum_{b \in q} \lambda_b \geq 0 \quad \forall q \in Q_j, \forall j \in J \\
& \quad \gamma_i \geq 0 \quad \forall i \in I \\
& \quad \pi_j \geq 0 \quad \forall j \in J \\
& \quad \lambda_b \geq 0 \quad \forall b \in A^\Psi
\end{align*}
\]
Furthermore we receive the corresponding pricing problem for the \(x\)-variables:
\[
\text{(PRICE(x))} \quad \exists i \in I, p \in P_i: \quad \sum_{a \in p} w_a - \sum_{a \in p, b \ni a} \lambda_b - \gamma_i > 0.
\]
Remember that each arc \(a \in A_I\) is exactly coupled with one resource-equivalent hyperarc \(b \in A^\Psi\), denoted by \(b(a)\). Solving this pricing problem is equivalent to answer the question, whether there exists a request \(i \in I\) and a path \(p \in P_i\) with positive reduced cost. Due to the fact that all \(D_i\) are acyclic, this problem decomposes into \(|I|\)-longest path problems with arc lengths \(l_b = w_a - \lambda_b(a)\), if \(a \in A_I\) and \(l_a = w_a\) otherwise. For the \(y\)-variables we get:
\[
\text{(PRICE(y))} \quad \exists j \in J, q \in Q_j: \quad \sum_{b \in q} \lambda_b - \pi_j > 0
\]
Analogously, the pricing problem for the \(y\)-variables decomposes into \(|J|\)-easy longest path problems, one for each acyclic digraph \(D_j\). The pricing of configurations \(Q_j\) is equivalent to find a shortest \(s_j t_j\)-path in \(D_j\) using arc lengths \(l_b = \lambda_b, b \in A^\Psi\) and 0 otherwise. Since \(D_j\) is acyclic, this is polynomial. By the polynomial equivalence of separation and optimization, see Grötschel, Lovász & Schrijver (1988) [104], here applied to the (DLP), we obtain:

**Lemma 2.10.** The linear relaxation of (PCP) can be solved in polynomial time.

Let us state in this pricing context a simple bound on the LP-value of the path configuration formulation (PCP). We set \(b(a) = \emptyset\) for
Let \( \gamma, \pi, \lambda \geq 0 \) be dual variables\(^6\) for (PCP) and \( v_{\text{LP}}(\text{PCP}) \) the optimum objective value of the LP-relaxation of (PCP). Define

\[
\eta_i := \max_{p \in \mathcal{P}_i} \sum_{a \in p} (w_a - \sum_{a \in p, b \ni a} \lambda_b) - \gamma_i, \quad \forall i \in I,
\]

\[
\theta_j := \max_{q \in \mathcal{Q}_j} \sum_{b \in q} \lambda_b - \pi_q, \quad \forall j \in J,
\]

\[
\beta(\gamma, \pi, \lambda) := \sum_{i \in I} \max\{\gamma_i + \eta_i, 0\} + \sum_{j \in J} \max\{\pi_j + \theta_j, 0\}.
\]

Then

\[ v_{\text{LP}}(\text{PCP}) \leq \beta(\gamma, \pi, \lambda). \]

**Proof.** Assuming the pricing problems are solved to optimality, we have:

\[ \gamma_i + \eta_i \geq \sum_{a \in p} (w_a - \sum_{a \in p, b \ni a} \lambda_b) \Rightarrow \gamma_i + \eta_i + \sum_{a \in p, b \ni a} \lambda_b \geq w_p \quad \forall i \in I, p \in \mathcal{P}_i, \]

\[ \pi_j + \theta_j \geq \sum_{b \in q} \lambda_b \Rightarrow \pi_j + \theta_j - \sum_{b \in q} \lambda_b \geq 0 \quad \forall j \in J, q \in \mathcal{Q}_j, \]

\[ (\max\{\gamma_i + \eta_i, 0\}, \max\{\pi_j + \theta_j, 0\}, \lambda) (\text{the maximum taken component-wise}) \text{ is dual feasible for the LP-relaxation of (PCP).} \]

\[ \square \]

**Remark 2.12.** Note that this is true in general for all column generation approaches where the pricing is solved exactly. If the pricing problem could not be solved to optimality then solving a relaxation of the pricing problem can also provide a global bound. We analysed this approach for the multiple resource constraint shortest path problem by using enhanced linear relaxations, see Schlechte (2003) [187] and Weider (2007) [213].

\(^6\)Note that these will be global infeasible during a column generation.
2.3 Polyhedral Analysis

In this section, we show that (PCP) and (ACP) are extended formulations of (PPP) and (APP), respectively. Furthermore some basic polyhedral observations are presented using the standard notation and definitions that can be found in Ziegler (1995) [219]. Starting points are the LP-relaxations of the configuration formulations and those of the packing formulations. As the LP-relaxations of (APP) and (PPP), and of (ACP) and (PCP) are obviously equivalent via flow decomposition into paths, it suffices to compare, say, (APP) and (ACP). Furthermore, we consider models (APP) based on the simple case of block occupation conflicts only. The case of general headway conflicts would only unnecessarily complicate the notation. However, in case of station capacity conflicts a more general definition of “configurations” and hence different models are needed, i.e., see Erol (2009) [84]. Let us shortly list the needed sets:

▷ A set of all “standard” time-arcs representing train operations,
▷ A set of time-arcs representing track usage,
▷ $A^\Psi$ set of resource equivalence classes representing track usage,
▷ $V_j$ set of time-nodes of track digraph induced by track $j$,
▷ $\Gamma_j$ subset of conflict set induced by track $j$,
▷ and, $\overline{A} = \bigcup_{j\in J} \overline{A}_j$ set of all “auxiliary” time-arcs representing the consecutive succession of arcs on track $j$.

Lemma 2.13. Let

$$P_{LP}(APP) := \{ x \in \mathbb{R}^A : (APP) (ii)-(v) \}$$
$$P_{LP}(ACP) := \{(x,y) \in \mathbb{R}^{A\times A^\Psi \times \overline{A}} : (ACP) (ii)-(vi) \}$$
$$\pi_x : \mathbb{R}^{A\times A^\Psi \times \overline{A}} \rightarrow \mathbb{R}^A, \ (x,y) \mapsto x$$

be the polyhedron associated with the LP-relaxations of (APP) and (ACP), respectively, and a mapping that produces a projection onto the coordinates of the train routing variables. Then

$$\pi(P_{LP}(ACP)) = P_{LP}(APP).$$

Proof. Let $\Gamma_j := \{ \gamma \in \Gamma : \gamma \subseteq A_j \}, \ j \in J$, be the set of block conflict cliques associated with track $j$. Consider the polyhedron
Figure 12: Relations between the polyhedra of the different models.

\[ P := \{ x \in \mathbb{R}^d : (\text{APP}) \ (\text{ii}), \ (\text{iii}), \ (v) \}, \]

\[ P^j := \{ x \in \mathbb{R}^d_j : \sum_{a \in \gamma} x_a \leq 1 \ \forall \gamma \in \Gamma_j \}, \ j \in J, \]

\[ Q^j := \{ y \in \mathbb{R}^d_j \times \mathbb{R}^d_j^j : \sum_{a \in \delta^+_j(v)} y_a = \sum_{a \in \delta^-_j(v)} y_a , \forall v \in V_j \{ s_j, t_j \}, \]

\[ \sum_{a \in \delta^+_j(s_j)} y_a \leq 1 \}, \ j \in J, \]

\[ R^j := \{ x \in \mathbb{R}^d_j : \exists y \in Q^j : x \leq y \}, \ j \in J. \]

\( P^j \) is integer, because \( \Gamma_j \) is the family of all maximal cliques of an interval graph, which is perfect; \( Q_j \) is integer, because it is the path polytope associated with an acyclic digraph; finally, \( R^j \) is integer, because it is the anti-dominant of an integer polytope. Consider integer
points, it is easy to see that $P^j$ and $R^j$ coincide, i.e., $P^j = R^j, j \in J$.

It follows

$$P_{LP}(APP) = P \cap \bigcap_{j \in J} P^j = P \cap \bigcap_{j \in J} R^j = \pi(P_{LP}(ACP)).$$

This immediately implies our main Theorem.

**Theorem 2.14.** Denote by $v(P)$ and $v_{LP}(P)$ the optimal value of problem $P$ and its LP-relaxation, respectively, with $P \in \{(APP)', (APP), (PPP), (ACP), (PCP)\}$. Then:

- $\triangleright v_{LP}(APP)' \geq v_{LP}(APP)$.
- $\triangleright v_{LP}(APP) = v_{LP}(PPP) = v_{LP}(ACP) = v_{LP}(PCP)$.
- $\triangleright v(APP)' = v(APP) = v(PPP) = v(ACP) = v(PCP)$.

Figure 12 illustrates the transformation between the different models. The given projections show that coupling models are extended formulations of the original packing ones. More details on extended formulations and projections of integer programming formulations can be found in Balas (2005) [16]. The idea of extended formulations is shown in Figure 13. On the left hand side, the rough structure of the packing formulation (PPP) can be seen, i.e., with appropriate binary matrices $A$ and $R$. On the right hand side the structure of model (PCP) after the transformation of the packing constraints associated with matrix $R$ is shown. Matrix $B$ denotes the auxiliary configuration partitioning part and $C$ and $D$ the necessary coupling part.

**Lemma 2.15.** $P_{LP}(PCP) := \{x \in \mathbb{R}^{p \cup q} : (PCP) \ (ii)-(iv)\}$ is full-dimensional.

**Proof.** To show that $P_{LP}(PCP)$ is full-dimensional, we have to construct $|P| + |Q| + 1$ affinely independent and feasible points in $P_{LP}(PCP)$. For each path $p \in P$ ($q \in Q$), we denote the set of arcs incident to $p$ ($q$) and contained in $A^\Psi$ by $A_p$ ($A_q$). The set of all coupling hyper-arcs is again denoted by $A^\Psi$.

First, consider for each $p \in P$ the associated path-configuration incidence vector $\phi(p) \in \{0, 1\}^P, \nu(p) \in \{0, 1\}^Q$ with $k \in P$ and $l \in Q$, constructed as follows:
The entries $\nu_l(p)$ “activate” exactly the minimum configuration on track $j(l)$ “consumed” by path $p$, i.e., only the arcs $b \in A^l, b(a) \in p \cap A_l$ are used in configuration $l$. Request and track packing constraints are trivially fulfilled, because we only chose one path to be at one and because at most one configuration is used by path $p$ for each track $j$. The coupling constraints are fulfilled for all $b \in A^l$ by the definition of $\nu(p)$, since $p$ is a feasible path. Thus, $(\phi(p), \nu(p))$ is obviously contained in $P_{IP}(PCP)$ for all $p \in P$. Next, consider for each “configuration” $q \in Q$ the $q$th unit vector $(\phi(q), \nu(q))$.

We have constructed $|P + Q|$ many vectors which form the matrix
\[
\begin{pmatrix}
\phi(p) & \phi(q) \\
\nu(p) & \nu(q)
\end{pmatrix} =
\begin{pmatrix}
E_{|P|} & 0 \\
\nu(p) & E_{|Q|}
\end{pmatrix},
\]

where \(E_n\) denotes the \(n\)-dimensional identity matrix.

These vectors are linearly independent due to the fact that the determinant of this lower triangular matrix is obviously 1. Together with the feasible vector \(0 \in \mathbb{R}^{|P|+|Q|}\), we have constructed \(|P|+|Q|+1\) affinely independent points of \(P_{LP}(PCP)\), proving our proposition. \(\square\)

**Lemma 2.16.** Constraint (PCP) (iii) associated with track \(j \in J\) defines a facets of \(P_{IP}(PCP)\), if \(Q_j \neq \emptyset\).

**Proof.** We have to show that the hyperplane \(H_j = \{ (\phi, \nu) \in [0,1]^{\lvert P \rvert+\lvert Q \rvert} : \sum_{q \in Q_j} y_q = 1 \} \) contains \(|P|+|Q|+1\) affinely independent points of the polyhedron \(P_{LP}(PCP)\).

First, for each \(p \in P\) we construct a vector \((\hat{\phi}(p), \hat{\nu}(p))\) based on the vector \((\phi(p), \nu(p))\) as follows. If path \(p\) contains at least one coupling arc of track \(j\), then define vector \((\hat{\phi}(p), \hat{\nu}(p)) = (\phi(p), \nu(p))\), and otherwise let \((\hat{\phi}(p), \hat{\nu}(p)) = (\phi(p), \nu(p)) + (0, e_{\bar{q}})\), where \((\phi(p), \nu(p))\) is the vector from formula 3 and 4 and \(e_{\bar{q}}\) is the \(q\)th unit vector for some configuration \(\bar{q} \in Q_j\).

Obviously, \((\hat{\phi}(p), \hat{\nu}(p))\) is feasible and satisfies packing constraints (PCP) (iii) associated with track \(j\) with equality.

Next, for each “configuration path” \(q \in Q_j\) we define \((\hat{\phi}(q), \hat{\nu}(q)) = (0, e_q)\) with \(e_q\) as the \(q\)th unit vector, and otherwise (if \(q \in Q \setminus Q_j\)) let \((\hat{\phi}(q), \hat{\nu}(q))\) be the sum of the \((0, e_q)\) and \((0, e_{\bar{q}})\). Hence, \((\hat{\phi}(q), \hat{\nu}(q))\) is a feasible point of \(P_{IP}(PCP)\) and \(H_j\).

Finally, we have constructed \(|P|+|Q|\) many vectors which are contained in \(H_j\) and \(P_{IP}(PCP)\). Re-sorting the vectors in an appropriate way we obtain a lower-triangular matrix such that the last row and column corresponds to configuration \(\bar{q}_j\), then we get:

\[
\begin{pmatrix}
\hat{\phi}(p) & \hat{\phi}(q) \\
\hat{\nu}(p) & \hat{\nu}(q)
\end{pmatrix} =
\begin{pmatrix}
E_{|P|} & 0 & 0 & 0 \\
\cdots & E_{|Q\setminus Q_j|} & 0 & 0 \\
\cdots & 0 & E_{|Q\setminus \bar{q}_j|} & 0 \\
\cdots & 1 & 0 & 1
\end{pmatrix}.
\]
Since the determinant of this matrix is one, the vectors are linearly independent proving that $H_j \cap P_{IP}(PCP)$ is a facet.

\[ \square \]

**Remark 2.17.** The analysis of the packing constraints (PCP) (ii) and the coupling constraints (PCP) (iv) remains as an open problem. It is not trivially clear in which cases these constraints are facet defining or not. Even if this is more a theoretical research question, we believe that deep polyhedral insights can support the algorithmic solution approach. Hence, we hope that in the future these questions might be answered.

We want to point out that this is not only a basic theoretical analysis of the model. The main motivation was to find out whether there is a structural reason why the coupling models perform better than their counterparts. Even if we can only provide some theoretical answer for that we believe that this an interesting topic for future research. To answer the question in which cases coupling constraints are facets might be useful in designing and further development of solution algorithms.

### 2.4 Extensions of the Models

In the last section we analyzed in detail the track allocation problem with respect to “hard” combinatorial constraints. In this part we want to discuss how to handle global combinatorial requirements on the set of train request and rather “soft” constraints on the implicit buffer times.

Manifold reasons cause combinatorial interaction between train slots. Our definitions are based on the bidding language of an auction design introduced in Borndörfer et al. (2006) [34], therefore we use synonymously bid and train slot request. Three potential sources for combinatorial bids are mentioned, tours to support rolling stock planning, regular service intentions to allow for attractive offers for the passengers, and operator neutral connections to establish reliable and fast interlining connections.

Another extension is based on the potential of the extended formulation to control the implicit buffer times on each track. We exploit this structural advantage by introducing a robustness measure on the “return” arcs, and developed a straight-forward bi-criteria model in Schlechte & Borndörfer (2008) [188]. This allows for evaluating the
trade-off between efficiency, i.e., the utilization of the macroscopic network, and the stability or robustness, i.e., in terms of the implicit buffer times of consecutive trains.

### 2.4.1 Combinatorial Aspects

A main point in the discussion on railway models is whether it is possible to deal with complex combinatorial technical and economical constraints in a real-world setting or not. We do, of course, not claim that we can give a real answer to this question, but we want to give an example of a more realistic scenario to indicate that our approach has potential in this direction. To this purpose, we discuss a setting that extends the previous one, i.e., see Section 1.1, by allowing for combinatorial AND and XOR requirements.

With these extensions, it is possible to model most features of the bidding language, i.e., the specification of train requests in an auction environment, described in Borndörfer et al. (2006) [34]. Bids for complete tours can be expressed as AND connected bids, and an optional stop can be expressed as a XOR connection of requests for slots with and without this stop. An AND relation could further be useful to indent slots for a frequent service. Railway undertakings which can only operate a limited number of train slot could further be interested in formulating XOR bids. A way how to incorporate general connections for passengers is described in Mura (2006) [164], i.e., an auxiliary flow is defined that is induced by and coupled with the connective train slots.

Let a combinatorial bid $k$ refer to some subset $I_k \subseteq I$ of bids for single train request; it may either be an AND or an XOR bid. An AND-bid stipulates that either all single slot bids in $I_k = \{i_1, i_2, \ldots, i_m\}$, $m \geq 2$ must be assigned or none of them. A XOR-bid states that at most one of the bids in the set $I_k$ can be chosen. Let $I_{AND}$ denote the set of AND bids, and $I_{XOR}$ the set of XOR bids.

The arc based formulations (APP) and (ACP) can be easily extended by introducing a zero-one variable $z_i$ for each train request $i$ that is 1 if bid $i$ is assigned and 0 else. These variables are useful in dealing with combinatorial bids by the following constraints:
\[
\sum_{a \in \delta_{out}(s_i)} x_a - z_i = 1, \forall i \in I, \quad (5)
\]
\[
z_{in} - z_{in+1} = 0, \forall n \in \{1, 2, \ldots, |I_k| - 1\}, k \in I_{AND}, \quad (6)
\]
\[
\sum_{i \in I_k} z_i \leq 1, \forall k \in I_{XOR}. \quad (7)
\]

Constraints 5 make sure that \(z_i\) is only one if train \(i\) is scheduled. Constraints 6 and 7 enforce combinatorial AND and XOR bids, i.e., an additional one for each XOR set and \(|I_k| - 1\)-many for each AND set \(k\).

### 2.4.2 Robustness Aspects

We exploit the possibility to use the additional variables of the extended formulations \((ACP)\) and \((PCP)\) to measure robustness in terms of implicit available buffer times of a timetable. We refrain from supporting this by recent statistics to punctuality and reliability of any railway company. But obviously, decision makers are more and more sensitive to the importance of finding a good compromise between profitable and reliable timetables.

Robust optimization, that means the incorporation of data uncertainties through mathematical models in its original definition as proposed by Soyster (1973) [202], is not applicable to large scale optimization problems. Moreover these models produce too conservative solutions, which are resistant against all considered eventualities, but far away from implementable in real world. Robust optimization, however, has become a fruitful field recently because more and more optimization problems can be solved in adequate time. This opens the door to additionally deal with stochastic assumptions instead of only nominal given data. In Ben-Tal & Nemirovski (1998) [23] and El-Ghaoui, Oustry & Lebret (1998) [81], less conservative models were introduced, which adjust the robustness of the solution by some protection level parameters. Bertsimas & Sim (2003) [25] survey robust optimization theory and its network flow applications. Fischetti, Salvagnin & Zanette (2009) [91]; Kroon et al. (2006) [139]; Liebchen et al. (2007) [151]; Liebchen et al. (2009) [152] apply these robust considerations to the world of...
railways, i.e., to the periodic railway timetabling. They investigate a cyclic version of the timetabling problem, modeled as a Periodic Event Scheduling Problem and introduce a stochastic methodology of Light Robustness and Recoverable Robustness. For the detailed routing through stations or junctions, Caimi, Burkolter & Herrmann (2004) [58] and Delorme, Gandibleux & Rodriguez (2009) [74] proposed approaches to find delay resistant and stable routings. The aim of these considerations is to gain more insights into the trade-off between efficiency and robustness of solutions and find a practical “price of robustness”.

We focus on a pure combinatorial optimization approach, which is somehow related to Ehrgott & Ryan (2002) [79] and Weide, Ryan & Ehrgott (2010) [212], broaching the issue of robustness in airline crew scheduling. We consider robustness (available buffer times, quality of day-to-day operations) and efficiency (used track kilometers, planned capacity utilization) to be incomparable entities and consequently favor a bi-criteria optimization approach. Later, Schöbel & Kratz (2009) [191] applied the same methodology to the problem of periodic railway timetabling.

We extend models (ACP) and (PCP) to measure robustness, which leads directly to a bi-criteria optimization approach of the problem. To determine efficient solutions, i.e., the Pareto-frontier, of the bi-criteria models we used the trivial so-called scalarization and ε-constraint method. More details on the general theory and solution of multi-criteria optimization problems can be found in Ehrgott (2005) [78].

In Schlechte & Borndörfer (2008) [188] details on a straight-forward column generation approach to solve the scalarized optimization problem can be found, i.e., we proved that the LP-relaxation of the (PCP) including an additional ε-constraint remains solvable in polynomial time.

However, let us explain the incorporation of some “robustness” on a simple example. By \( r_q \) we denote a robustness value for each configuration \( q \in \mathcal{Q} \). We assume that a high robustness value \( r_q \) means configuration \( q \) is robust and a smaller the contrary. As a simplification, we expect \( r_q = \sum_{a \in q} r_a \), i.e., the robustness of a configuration can be expressed as the sum of the robustness of its incident arcs.

Figure 14 illustrates the idea on a single track. Considering a track digraph \( D_j \) induced by three train requests. Straight forwardly maximizing the number of scheduled trains in our setting will always lead
to a schedule with profit value 3, but, as you can see, this can result in a lot of varying schedules. In fact all $s_jt_j$-paths are solutions, e.g., the three shown in Figure 14. We are given a desired implicit buffer $b \in \mathbb{N}$, i.e., 5 minutes, which we maximally want to hedge against. Note that these are soft buffer times between train succession. Standard buffer time which must be strictly adhered to are already incorporated in the headway times.

Then the following robustness function $r : \mathbb{R}^{|A|} \rightarrow \mathbb{R}$ with
will measure the available buffers appropriately. Note that only “return arcs” contribute to the robustness measure. The function \( r \) benefits arcs with duration values close to or above \( b \). Moreover this function balances the partition of the available implicit buffer times by its concaveness, see Figure 15. Assume \( b = 2 \) in our example in Figure 14. Then the first configuration \( q_1 \) has value \( r_{q_1} = 0 \), for the second configuration \( r_{q_2} = \sqrt{2} \), and the third one has \( r_{q_3} = 2 \). For the sake of completeness we set \( r_q \) to a sufficiently big \( M \) for an empty configuration \( q \), i.e., we use the \( b \) times half the length of the longest path in \( D_j \).

To find all efficient solutions, we propose a straight-forward combined weighted sum and \( \epsilon \)-constraint hybrid method, see Ehrgott (2005) [78]. Considering model (PCP), this leads to the following objective function with a scalar \( \alpha \in [0,1] \):

\[
\max \alpha \left( \sum_{p \in P} w_p x_p \right) + (1 - \alpha) \left( \sum_{q \in Q} r_q y_q \right).
\]

As a result, we can compile an analysis of the crucial parameters to support track allocation decisions as shown in Figure 16. In addition such a computational experiment produces a broad spectrum of solutions. Thus, new problem insights are provided and planners have the possibility to try complete new track allocation concepts.

We only present and discuss results for the linear relaxation of model (ACP). In Schlechte & Borndörfer (2008) [188] the settings and focus of these experiments are explained more precisely. On the right both objectives depending on \( \alpha \) are shown. The extreme cases are as expected: For \( \alpha = 1 \), only the robustness measure contributes to the objective and is therefore maximized as much as possible at the cost of scheduling only some or even no trains. For \( \alpha = 0 \), the robustness measure does not contribute to the objective and is therefore low, while the total profit is maximal. With decreasing \( \alpha \), the total robustness monotonically decreases, while the total profit increases. On the left part of Figure 16 the Pareto frontier can be seen. Note that each computed pair of total robustness and profit constitutes a Pareto optimal point, i.e., is not dominated by any other attainable combination. Conversely,
any Pareto optimal solution of the LP relaxation can be obtained as the solution for some $\alpha \in [0, 1]$, see, e.g., Ehrgott (2005) [78].

3 Branch and Price for Track Allocation

This Section discusses sophisticated algorithmic approaches to solve very large scale instances of the track allocation problem. Standard integer programming solver, such as CPLEX, SCIP or GuRoBi, can solve static model formulations like (APP) and (ACP) up to a certain problem size. However, to tackle large-scale instances we developed the optimization module TS-OPT. It solves the dynamic model formulation (PCP) by taking advantage of the approximate bundle method and a rapid branching heuristic to produce high quality solutions with a moderate running time even for very large scale instances. The aim of this chapter is to provide a comprehensive understanding of the less than conventional branch and price approach, i.e., the tailor made methods in TS-OPT.

3.1 Concept of TS-OPT

Schrijver (1998) [193] and Nemhauser & Wolsey (1988) [167] provide a comprehensive discussion on the general theory of integer programming. State of the art techniques to solve mixed integer programs, i.e., even the more general class of constraint integer programs, can be found in the prizewinning thesis Achterberg (2007) [3]. The basic methodology of branch and price was introduced in Barnhart et al. (1998)
[18]. Details can also be found in Villeneuve et al. (2005) [210]. In the following sections, we apply these techniques to the model (PCP).

In Figure 17 the concept of TS-OPT is shown. In a first step the problem is constructed. This entails reading in all data, i.e., the macroscopic railway network and the train request set subject to the specification of the TTPlib, constructing the train scheduling graph \( D = (V,A) \) as proposed in Algorithm 4, and constructing the track digraphs as discussed in Section 2.2.

Besides that the main algorithm can be divided in two parts. On the one hand the linear programming or Lagrangean relaxation is solved by a dynamic column generation approach, i.e., using an approximate bundle method or a LP solver to produce dual values. The pricing of variables are shortest path computations in large acyclic digraphs with respect to these duals. Fischer & Helmberg (2010) [89] propose a dynamic graph generation to solve these pricing problems for very large graphs, i.e., the original objective function has to fulfill the requirement that an earlier arrival is always beneficial. Unfortunately for our instances this is not always the case. However, this seems to be a fruitful approach to shrink the problem size of the pricing problems that could be extended to arbitrary objective functions. The idea is simple to use only a subset of the nodes and arcs and to define a border-set that will be adapted with respect to the duals and the solution of the “restricted” pricing problem.

On the other hand a branch and price heuristic, i.e., rapid branching, is used to produce high quality integer solutions. Instead of an exact branch and price approach, we only evaluate promising branch and bound nodes and perform some partial pricing. Furthermore, we only explore the branch of variables to 1 because there will be almost no effect when setting path and configuration variables to 0. The decision which subset is chosen is highly motivated by the solution of the relaxation, i.e., the best candidate set with respect to a score function depending on the bound and the size of the candidate set for a reasonable perturbation of the objective function. Section 3.2 and Section 3.3 will describe the components in more detail.
3.2 Solving the Linear Relaxation

In this section we use a slightly different notation with the following appropriate binary matrices $A, B, C$ and $D$:

- $A \in \{0, 1\}^{I \times |P|}$ is the path-request incidence matrix,
- $B \in \{0, 1\}^{J \times |Q|}$ is the configuration-track incidence matrix,
- $C \in \{0, 1\}^{A_\Psi \times |P|}$ is the hyperarc-path incidence matrix,
- $D \in \{0, 1\}^{A_\Psi \times |Q|}$ is the hyperarc-configuration incidence matrix.

Without loss of generality we can change packing inequalities (PCP) (ii) and (iii) to partitioning equalities by introducing slack variables corresponding to empty paths $p \in \mathcal{P}$ with profit $w_p = 0$ or empty configuration, respectively. Observe that the upper bounds on $x$ and $y$ in model (PCP) are redundant because $A$ and $B$ are binary and we can assume that the profit coefficients $w$ are positive, i.e., paths with negative profit value are redundant.

\[
\begin{align*}
\text{(PCP)} & \quad \max & w^T x \\
\text{s.t.} & & Ax = 1, & \quad \text{(i)} \\
& & By = 1, & \quad \text{(ii)} \\
& & Cx - Dy \leq 0, & \quad \text{(iii)} \\
& & y \in \{0, 1\}^{\mathcal{P}}, & \quad \text{(iv)} \\
& & x \in \{0, 1\}^{\mathcal{Q}}. & \quad \text{(v)}
\end{align*}
\]

A standard technique to solve large scale linear relaxation as those of (PCP) is column generation, see Chapter I in Section 8.5 and Figure 14. We have already seen that the pricing problems are shortest path problems in acyclic digraphs, see Section 2.2 and Lemma 2.10.
However, in TS-OPT we implemented a slightly different approach based on a Lagrangean relaxation.

### 3.2.1 Lagrangean Relaxation

Lagrangean relaxation is a technique to find bounds for an optimization problem, e.g., upper bounds in case of maximization problems. In Hiriart-Urruty & Lemaréchal (1993) [116, 117]; Lemaréchal (2001) [147] the basics as well as further details can be found. Under certain circumstances also optimal solutions of the “convexified relaxation” are provided, see Frangioni (2005) [93]; Helmberg (2000) [114]; Weider (2007) [213].

Two time consuming problems have to be solved repeatedly in any column generation approach: First of all an optimal dual solution of the restricted problem has to be found, i.e., LPs have to be solved. Secondly, we have to find new columns or prove that none exists depending on the solutions of the LPs, i.e., dual values, by solving the pricing problems.

However, using Lagrangean relaxation and subgradient methods is often faster and less memory-consuming than LP-methods, see Weider (2007) [213]. Even if in general, this approach only gives bounds and approximated solutions of the relaxed problem. We transfer the large set of coupling constraints into the objective, i.e., therefore they can be violated by the solution of the Lagrangean relaxation. A Lagrangean relaxation with respect to the coupling constraints (iv) and a relaxation of the integrality constraints (v) and (vi) results in the Lagrangean dual:

\[
\text{(LD)} \quad \min_{\lambda \geq 0} \left[ \max_{x \in [0,1]^P} (w^T - \lambda^T C)x + \max_{y \in [0,1]^Q} (\lambda^T D)y \right].
\]

Each solution of (LD) gives a valid upper bound of (PCP). Let us define functions and associated arguments by
\[
\begin{align*}
 f_P & : \mathbb{R}^{|A^p|} \to \mathbb{R}, \quad \lambda \mapsto \max(w^T - \lambda^T C)x; \quad Ax = 1; \quad x \in [0, 1]^{|P|}, \\
 f_Q & : \mathbb{R}^{|A^q|} \to \mathbb{R}, \quad \lambda \mapsto \max(\lambda^T D)y; \quad By = 1; \quad y \in [0, 1]^{|Q|}, \\
 f_{P,Q} & := f_P + f_Q.
\end{align*}
\]

That are longest path problems in acyclic digraphs with respect to \( \lambda \) and

\[
\begin{align*}
 x_P(\lambda) & := \arg\max_{x \in [0,1]^{|P|}} f_P(\lambda), \\
y_Q(\lambda) & := \arg\max_{y \in [0,1]^{|Q|}} f_Q(\lambda),
\end{align*}
\]

breaking ties arbitrarily. With this notation, (LD) becomes

\[
(\text{LD}) \quad \min_{\lambda \geq 0} f_{P,Q}(\lambda) = \min_{\lambda \geq 0} [f_P(\lambda) + f_Q(\lambda)].
\]

It is well known that the Lagrangean dual of an integer linear program provides the same bound as a continuous relaxation involving the convex hull of all the optimal solutions of the Lagrangean relaxation. The functions \( f_P \) and \( f_Q \) are convex and piecewise linear. Their sum \( f_{P,Q} \) is therefore a decomposable, convex, and piecewise linear function; \( f_{P,Q} \) is, in particular, nonsmooth. This is precisely the setting for the proximal bundle method.

### 3.2.2 Bundle Method

The proximal bundle method (PBM) is a method to minimize an unbounded, continuous, convex, and possibly non-smooth function \( f : \mathbb{R}^m \to \mathbb{R} \). The PBM can be used in combination with Lagrangean relaxation to approximate primal and dual solutions of linear programs. A detailed description of the bundle method itself can be found in Kiwiel (1990) [127] and of its quadratic subproblem solver in Kiwiel (1995) [128].

In the following we will discuss our straight-forward adaption of the general bundle method. We use the PBM to approximate LP-relaxations of model (PCP) via the Lagrangean problem (LD), defined in Section 3.2.1. The corresponding computational results can be found in...
Chapter IV. The LP-relaxation of (PCP) is in general too large to be solved by standard solvers such as the barrier algorithm or the dual simplex because these LPs consist in general of millions of columns for the paths and configurations and several thousands of rows for the coupling constraints, i.e., even if we already reduce these constraints by the definition of $A^\Psi$.

When applied to (LD), the PBM produces two sequences of iterates $\lambda^k, \mu^k \in \mathbb{R}^{|A^\Psi|}, k = 0, 1, \ldots$. The points $\mu^k$ are called stability centers; they converge to a solution of (LD). The points $\lambda^k$ are trial points; function evaluations (line 5 of Algorithm 5) at the trial points result either in a shift of the stability center, or in some improved approximation of $f_{P,Q}$.

More precisely, the PBM computes at each iteration for $\lambda^k$ linear approximations

$$f_P(\lambda; \lambda^k) := f_P(\lambda^k) + g_P(\lambda^k)^T(\lambda - \lambda^k),$$

$$f_Q(\lambda; \lambda^k) := f_Q(\lambda^k) + g_Q(\lambda^k)^T(\lambda - \lambda^k),$$

$$f_{P,Q}(\lambda; \lambda^k) := f_P(\lambda; \lambda^k) + f_Q(\lambda; \lambda^k),$$

of the functions $f_P$, $f_Q$, and $f_{P,Q}$ by determining the function values $f_P(\lambda^k)$, $f_Q(\lambda^k)$ and the subgradients $g_P(\lambda^k)$ and $g_Q(\lambda^k)$; by definition, these linear approximations underestimate the functions $f_P$ and $f_Q$, i.e., $f_P(\lambda; \lambda^k) \leq f_P(\lambda)$ and $f_Q(\lambda; \lambda^k) \leq f_Q(\lambda)$ for all $\lambda$. Note that $f_P$ and $f_Q$ are polyhedral, such that the subgradients can be derived from the arguments $y(\lambda^k)$ and $x(\lambda^k)$ associated with the multiplier $\lambda^k$ as

$$g_P(\lambda^k) := - C x_P(\lambda^k) = - \sum_{a \in P, b \in A^\Psi, a \in \{b\}} x_P(\lambda_b^k),$$

$$g_Q(\lambda^k) := D y_Q(\lambda^k) = \sum_{b \in Q, k \in A^\Psi} y_Q(\lambda_b^k),$$

$$g_{P,Q}(\lambda^k) := - C x_P(\lambda^k) + D y_Q(\lambda^k).$$

This linearization information is collected in so-called bundles

$$J_P^k := \{(\lambda_l, f_P(\lambda_l), g_P(\lambda_l) : l = 0, \ldots, k\},$$

$$J_Q^k := \{(\lambda_l, f_Q(\lambda_l), g_Q(\lambda_l) : l = 0, \ldots, k\}. $$
We will use notations such as $\lambda_l \in J^k_P$, $g_P(\lambda_l) \in J^k_P$, etc. to express that the referenced item is contained in some appropriate tuple in the bundle associated to the path variables of iteration $k$. The PBM uses the bundles to build piecewise linear approximations

\[
\hat{f}^k_P(\lambda) := \max_{\lambda_l \in J^k_P} f_P(\lambda; \lambda_l), \\
\hat{f}^k_Q(\lambda) := \max_{\lambda_l \in J^k_Q} f_Q(\lambda; \lambda_l), \\
\hat{f}^k_{P,Q} := \hat{f}^k_P + \hat{f}^k_Q.
\]

of $f_{P,Q}$, see Figure 18. Furthermore, a quadratic term is added to this model that penalizes large deviations from the current stability center $\mu^k$. The direction (line 3) to the next trial point $\lambda_{k+1}$ is calculated by solving the quadratic programming problem

\[
(QP_{P,Q}^{k}) \quad \lambda^{k+1} := \arg\min_{\lambda} \hat{f}_{P,Q}(\lambda) - \frac{u}{2} \| \mu^k - \lambda \|^2.
\]

Denote by $u$ a positive weight (step size) that can be adjusted to increase accuracy or convergence speed. If the approximated function value $\hat{f}_{P,Q}(\lambda^{k+1})$ at the new iterate $\lambda^{k+1}$ is sufficiently close to the function value $f_{P,Q}(\mu^k)$, the PBM stops; $\mu^k$ is the approximate solution. Otherwise a descent test (line 8) is performed whether the predicted decrease $f_{P,Q}(\mu^k) - \hat{f}^k_{P,Q}(\lambda^{k+1})$ leads to sufficient real decrease $f_{P,Q}(\mu^k) - f_{P,Q}(\lambda^{k+1})$. In this case, the model is judged accurate and a serious step is done, i.e., the stability center is moved to $\mu^{k+1} := \lambda^{k+1}$.
Algorithm 5: Proximal Bundle Method (PBM) for (LD) of (PCP).

**Data:** (LD) of (PCP) instance, starting point $\lambda^0 \in \mathbb{R}^n$, weights $u^0, m > 0$, optimality tolerance $\epsilon \geq 0$.

**Result:** primal $x_P, y_Q \in \mathbb{R}^{|P| \times |Q|}$ and dual approximation $\mu^i \in \mathbb{R}^n$ of optimal solutions of the (LD).

1. **init** $k \leftarrow 0$, $J^k_P \leftarrow \{\lambda^k\}$, $J^k_Q \leftarrow \{\lambda^k\}$, and $\mu^k = \lambda^k$.

2. **repeat** /* until tolerance is reached */
   
   /* find direction */
   
   3. solve problem $(QP^k_{P,Q})$;

   4. compute trial point $\lambda^{k+1}$, $\tilde{g}^k_P$, $\tilde{g}^k_Q$;

   5. compute $f_P(\lambda^{k+1}), g_P(\lambda^{k+1}), f_Q(\lambda^{k+1}), g_Q(\lambda^{k+1})$;

   6. select $J^{k+1}_P \subseteq J^k_P \cup \{(\lambda^{k+1}, f_P(\lambda^{k+1}), g_P(\lambda^{k+1}))\}$, $(\lambda^{k+1}, \hat{f}^k_P(\lambda^{k+1}), \tilde{g}^k_P)\}$;

   7. select $J^{k+1}_Q \subseteq J^k_Q \cup \{(\lambda^{k+1}, f_Q(\lambda^{k+1}), g_Q(\lambda^{k+1}))\}$, $(\lambda^{k+1}, \hat{f}^k_Q(\lambda^{k+1}), \tilde{g}^k_Q)\}$;

   /* update bundle set */

   8. if $f_{P,Q}(\mu^i) - f_{P,Q}(\lambda^{k+1}) \leq m(f_{P,Q}(\mu^k) - \hat{f}^k_{P,Q}(\lambda^{k+1}))$ then

   9. $\mu^{k+1} \leftarrow \mu^k$;

   10. else /* update stability center */

   11. $\mu^{k+1} \leftarrow \lambda^{k+1}$;

   12. compute $u_{k+1}$, $k \leftarrow k + 1$; /* update stepsize */

   13. until $\hat{f}^k_{P,Q}(\lambda^{k+1}) - f_{P,Q}(\mu_k) < \epsilon(1 + |f_{P,Q}(\mu_k)|)$;

In the other case, we call this iteration a null step, i.e., in which only the approximation of the function by the bundles was improved.

The bundles are updated (line 6 and 7) by adding the information computed in the current iteration, and, possibly, by dropping some old information. More precisely, vectors $\tilde{g}^k_P$ and $\tilde{g}^k_Q$ are aggregated subgradients, which will be explained in the next paragraph. Finally, we adopt the stepsize. Then the next iteration starts, see Algorithm 5 for a complete pseudo code of the PBM.
Besides function and subgradient calculations, the main work in the PBM is the solution of the quadratic problem \((QP_{P,Q}^k)\). This problem can also be stated as
\[
(QP_{P,Q}^k) \quad \begin{array}{c}
\text{max} & v_P + v_Q - \frac{u}{2} \|\mu^k - \lambda\|^2 \\
(\text{i}) & v_P - f_P(\lambda; \lambda_l) \leq 0 \quad \forall \lambda_l \in J_P^k \\
(\text{ii}) & v_Q - f_Q(\lambda; \lambda_l) \leq 0 \quad \forall \lambda_l \in J_Q^k.
\end{array}
\]

A dualization is in the equivalent formulation
\[
(DQP_{P,Q}^k) \quad \begin{array}{c}
\text{argmax} & \sum_{\lambda_l \in J_P^k} \alpha_P \lambda f_P(\mu^k; \lambda) + \sum_{\lambda_l \in J_Q^k} \alpha_Q \lambda f_Q(\mu^k; \lambda) \\
& - \frac{1}{2u} \left\| \sum_{\lambda_l \in J_P^k} \alpha_P \lambda g_P(\lambda) + \sum_{\lambda_l \in J_Q^k} \alpha_Q \lambda g_Q(\lambda) \right\|^2 \\
& \sum_{\lambda_l \in J_P^k} \alpha_P \lambda = 1 \\
& \sum_{\lambda_l \in J_Q^k} \alpha_Q \lambda = 1 \\
& \alpha_P, \alpha_Q \geq 0.
\end{array}
\]

Here, \(\alpha_P \in [0,1]^{|J_P^k|}\) and \(\alpha_Q \in [0,1]^{|J_Q^k|}\) are the dual variables associated with the constraints \((QP_{P,Q}^k)\) (i) and (ii), respectively. Given a solution \((\alpha_P, \alpha_Q)\) of \((DQP_{P,Q}^k)\), the vectors
\[
\tilde{g}_P^k \ := \sum_{\lambda_l \in J_P^k} \alpha_P \lambda g_P(\lambda_l), \\
\tilde{g}_Q^k \ := \sum_{\lambda_l \in J_Q^k} \alpha_Q \lambda g_Q(\lambda_l), \\
\tilde{g}_{P,Q}^k \ := \tilde{g}_P^k + \tilde{g}_Q^k,
\]
are convex combinations of subgradients; they are called \textit{aggregated subgradients} of the functions \(f_P, f_Q,\) and \(f_{P,Q}\), respectively. It can be shown that they are, actually, subgradients of the respective functions at the point \(\lambda^{k+1}\) and, moreover, that this point can be calculated by means of the formula
\[
\lambda^{k+1} = \mu + \frac{1}{u} \left[ \sum_{\lambda_l \in J^k_P} \alpha_P g_P(\lambda_l) + \sum_{\lambda_l \in J^k_Q} \alpha_Q g_Q(\lambda_l) \right].
\]

Note that \((DQP^k_{P,Q})\) is again a quadratic program, the dimension is equal to the size of the bundles, while its codimension is only two. For solving this problem we use a specialized version of the *spectral bundle method*, see Kiwiel (1990) [127], Kiwiel (1995) [128] and Borndörfer, Löbel & Weider (2008) [37]. Finally, the PBM (without stopping) is known to have the following properties:

▷ The series \((\mu^k)\) converges to an optimal solution of \((LD)\), i.e. an optimal dual solution of the LP-relaxation of \((PCP)\).

▷ The series \((x^k_P(\lambda^k), y^k_Q(\lambda^k))\) defined as

\[
(x^k_P(\lambda^k), y^k_Q(\lambda^k)) = \left( \sum_{\lambda_l \in J^k_P} \alpha_P x(\lambda_l), \sum_{\lambda_l \in J^k_Q} \alpha_Q y(\lambda_l) \right)
\]

converges to an optimal primal solution of the LP-relaxation of \((PCP)\).

Furthermore, the primal approximation is useful to guide branching decision of the primal heuristic as we will describe in Section 3.3. The bundle size controls the convergence speed of the PBM. If large bundles are used, less iterations might be needed because of the better approximation model, however, problem \((QP^k_{P,Q})\) becomes more difficult. We use a simple control schema for the stepsize \(u\) similar to Weider (2007) [213]. The idea is to increase the stepsize if serious steps are performed, if the distance of new trial point and the last one is small. In case of null steps, we gradually decrease the stepsize \(u\).

In Chapter IV, Section 2 we present results of various experiments with different strategies and parameter settings of our bundle implementation.

### 3.3 Solving the Primal Problem by Rapid Branching

In this section, we describe a heuristic approach based on the branch and price principle to tackle very large scale instances. In fact it is
a branch-and-generate (BANG) heuristic, i.e., a branch-and-price algorithm with partial branching, see Subramanian et al. (1994) [204]. The heuristic can be classified as a special plunging heuristic with a objective perturbation branching rule.

Wedelin (1995) [211] a similar successful heuristic which perturbs the objective function of large set-partitioning problems in a dual ascent method to find integral solution. In Weider (2007) [213] this heuristic was invented as rapid branching. Therein, impressive results for large-scale instances of integrated vehicle and duty scheduling problems arising in public transport are presented. We will adopt main ideas and transfer them to the (PCP) formulation of the track allocation problem.

A simple rounding heuristic is used in Fischer et al. (2008) [90] to produce feasible integral solution of the (PPP), but sometimes fails to produce high quality solutions. In Cacchiani, Caprara & Toth (2007) [52] a greedy heuristic based on near-optimal Lagrangian multiplier was used to produce solutions of the (PPP). In Section 1 we will see that simple greedy approaches or rounding heuristics also fails very often for the (PCP).

Instead of branching on variables, Foster & Ryan (1991) [92] proposed another branching rule, which can be generalized as branching on arcs. One branching decision is to fix an arc to one, the other branch to ignore the arc completely. Lusby (2008) [158] discussed this solution approach to a generalization of (PPP). This branching rule results normally in more balanced branch and bound trees. Koch, Martin & Achterberg (2004) [134] give a general survey on branching rules for solving MIPs.

The motivation of rapid branching given in Weider (2007) [213] applies also in our setting to a large extent.

- The fixing of single variables (path or configuration) to zero changes the problem only slightly.
- The fixing of single arcs to zero changes the problem only slightly, i.e., in general the set of arcs is too large.
- The fixing of single arcs to one is equivalent to fixing a large set of arcs to zero.
- The fixing of single variables (path or configuration) to one is equivalent to fix all arcs of the corresponding columns to one.
3 Branch and Price for Track Allocation

Same observations for large scale LPs that are solved by column generation are mentioned in Lübbecke & Desrosiers (2005) [156]. Thus, rapid branching fixes a set of variables at once to one. Which somehow reflects our goal to explore only a main branch and to reach fast high quality solutions. The idea of the perturbation branching rule is to find one branch, called the main branch, that fixes as many variables as possible to one to quickly find a solution of (PCP). This is done by solving a series of LP-relaxations of (PCP) with varying profit functions \( w \). We perturb the profit function from one iteration to the next to “make the LP more integer”: The profit of variables with large primal values are increased to move them towards an even higher value or to keep the value at one.

The other branches are unimportant unless the main branch turns out to either not include a feasible solution or to include only feasible solutions with too low profit. Borndörfer, Löbel & Weider (2008) [37], see also the thesis of Weider (2007) [213], proposed also an associated backtracking mechanism to correct wrong decisions. Our setting is of obvious similarity, and it will turn out that rapid branching can indeed be successfully applied to solve large-scale track allocation problem. Even more we are confident that a generalized variant of rapid branching can be a very effective plunging heuristic in standard MIP solvers.

Let \( l, u \in \{0, 1\}^{P \times Q}, l \leq u \), be vectors of bounds that model fixings of variables to 0 and 1. Denote by \( L := \{ j \in P \times Q : u_j = 0 \} \) and \( U := \{ j \in P \times Q : l_j = 1 \} \) the set of variables fixed to 0 and 1, respectively, and by

\[
(\text{PCP})(l, u) \quad \max \quad w^T x
\]

s.t.

\[
Ax = 1, \quad By = 1, \quad Cx - Dy \leq 0, \quad l \leq \begin{pmatrix} x \\ y \end{pmatrix} \leq u,
\]

the IP derived from (PCP) by such fixings. Denote further by \( N \subseteq P \times Q = S \) some set of variables which have, at some point in time, already been generated by a column generation algorithm for the solution of (PCP). Let (RPCP) and (RPCP)(l, u) be the restrictions of the respective IPs to the variables in \( N \) (we assume that \( L, U \subseteq N \) holds at any time when such a program is considered, i.e., variables that
have not yet been generated are not fixed). Finally, denote by \((MLP)\), \((MLP)(w, l, u)\), \((RMLP)\), and \((RMLP)(w, l, u)\) the LP relaxations of the integer programs under consideration; \((MLP)\) and \((MLP)(w, l, u)\) are called master LPs, \((RMLP)\) and \((RMLP)(w, l, u)\) restricted master LPs (the objective \(w\) is included in the notation for \((MLP)(w, l, u)\) and \((RMLP)(w, l, u)\) for reasons that will become clear in the next paragraphs.

Rapid branching tries to compute a solution of \((\text{PCP})\) by means of a search tree with nodes \((\text{PCP})(l, u)\). Starting from the root \((\text{PCP}) = (\text{PCP})(0, 1)\), nodes are spawned by additional variable fixes using a strategy that we call perturbation branching. The tree is depth-first searched, i.e., rapid branching is a plunging heuristic. The nodes are analyzed heuristically using restricted master LPs \((RMLP)(w, l, u)\). The generation of additional columns and node pruning are guided by so-called target values as in the branch-and-generate method. To escape unfavorable branches, a special backtracking mechanism is used that performs a kind of partial binary search on variable fixings. The idea of the method is to try to make rapid progress towards a feasible integer solution by fixing large numbers of variables in each iteration, repairing infeasibilities or deteriorations of the objective by regeneration of columns if possible and by controlled backtracking otherwise.

The idea of perturbation branching is to solve a series of \((\text{MLP})\)s with objectives \(w^k, k = 0, 1, 2, \ldots\) that are perturbed in such a way that the associated LP solutions \(x^k\) are likely to become more and more integral. In this way, we hope to construct an almost integer solution at little computational cost. The perturbation is done by increasing the utility of variables with LP values close to one according to the formula:

\[
\begin{align*}
  w_j^0 &:= w_j, \\
  w_j^{k+1} &:= w_j^k + w_j \alpha x_j^k, \\
  &\quad j \in N, \quad k = 0, 1, 2, \ldots
\end{align*}
\]

The progress of this procedure is measured in terms of the potential or score function

\[ v(x^k) := w^\top x + \delta |B(x^k)|, \]

where \(\epsilon\) and \(\delta\) are parameters for measuring near-integrality and the relative importance of near-integrality (we use \(\epsilon = 0.1\) and \(\delta = 1\)), and \(B(x^k) := \{ j \in N : x_j^k > 1 - \epsilon \}\) is the set of variables that are set or almost set to one, i.e., also called candidate set. The perturbation is continued as long as the potential function increases; if the potential does not increase for some time a spacer step is taken in an attempt
to continue. Another reasonable criteria could be that the candidate
set does not change. On termination, the variables in the set $B(x^k)$
associated with the highest potential are fixed to one. If no variables
at all are fixed, we choose a single candidate by strong branching, see
Applegate et al. (1995) [13]. Objective perturbation has also been used
by Wedelin (1995) [211] for the solution of large-scale set partitioning
problems, and, e.g., by Eckstein & Nediak (2007) [77] in the context of
general mixed integer programming.

Algorithm 6: Perturbation Branching.

Data: $(RMLP)(w, l, u)$, integrality tolerance $\epsilon \in [0, 0.5)$, integrality
weight $\delta > 0$, perturbation factor $\alpha > 0$, bonus weight $M > 0$,
space step interval $k_s$, iteration limit $k_{\text{max}}$

Result: set of variables $B^*$ that can be fixed to one

1. $k \leftarrow 0$; $w^0 \leftarrow w$; $B^* \leftarrow \emptyset$; $v^* \leftarrow \infty$;
2. while $k < k_{\text{max}}$ do /* maximum number of iterations not reached */
3. compute $x^k \leftarrow \text{argmax}(RMLP)(w^k, l, u)$;
4. set $B^k \leftarrow \{j : x^k_j \geq 1 - \epsilon, l_j = 0\}$;
5. set $v(x^k) \leftarrow w^T x^k + \delta|B^k|$;
6. if $x^k$ is integer then
7. set $B^* \leftarrow B^k$; /* candidates found */
8. break;
9. else
10. if $k \equiv 0 \mod k_s$ and $k > 0$ then
11. set $j^* \leftarrow \text{argmax}_{j=0} x^k_j$;
12. set $w_j^k \leftarrow -M$;
13. set $B^* \leftarrow B^k \cup \{j^*\}$; /* spacer step */
14. else
15. if $v(x^k) > v^*$ then
16. set $B^* \leftarrow B^k$; $v^* \leftarrow v(x^k)$; $k \leftarrow -1$; /* progress */
17. set $w_j^{k+1} \leftarrow w_j^k + \alpha w_j(x^k)^2 \forall j$; /* perturb */
18. set $k \leftarrow k + 1$;
19. if $B^* = \emptyset$ then
20. set $B^* \leftarrow \{j^*\} \leftarrow \text{strongBranching}()$; /* strong branching */
21. return $B^*$;

Algorithm 6 gives a pseudocode listing of the complete perturbation
branching procedure. The main work is in solving the perturbed re-
duced master LP (line 3) and generating new variables if necessary. Fixing candidates are determined (line 4) and the potential is evaluated (line 5). If the potential increases (lines 15–16), the perturbation is continued (line 17). If no progress was made for $k_s$ steps (line 10), the objective is heavily perturbed by a spacer step in an attempt to continue (lines 10–13). However, even this perturbation does not guarantee that any variable will get a value above $1 - \epsilon$, if $\epsilon < 1/2$. If this happens and the iteration limit is reached, a single variable is fixed by strong branching (line 20).

The fixing candidate sets $B^*$ produced by the perturbation branching algorithm are used to set up nodes in the branch-and-generate search tree by imposing bounds $x_j = 1$ for all $j \in B^*$. This typically fixes many variables to one, which is what we wanted to achieve. However, sometimes too much is fixed and some of the fixings turn out to be disadvantageous. In such a case we must backtrack. We propose to do this in a binary search manner by successively undoing half of the fixes until either the fixings work well or only a single fix is left as shown in Figure 19. This procedure is called binary search branching.

Here are the details. Let $B^*$ be a set of potential variable fixes and $K = |B^*|$. Order the variables in $B^*$ by some criterion as $i_1, i_2, \ldots, i_K$ and define sets

$$B^*_k := \{i_1, \ldots, i_k\}, \quad k = 1, \ldots, K.$$  

Consider search tree nodes defined by fixing

$$x_j = l_j = 1, \quad j \in B^*_k, \quad k = K, \lceil K/2 \rceil, \lceil K/4 \rceil, \ldots, 2, 1.$$  

These nodes are examined in the above order. Namely, we first try to fix all variables in $B^*_K$ to one, since this raises hopes for maximal progress. If this branch comes out worse than expected, it is pruned, and we
backtrack to examine $B^*_|K/2|$ and so on until possibly $B^*_1$ is reached. The resulting search tree is a path with some pruned branches, i.e., binary search branching is a plunging heuristic. In our implementation, we order the variables by increasing reduced cost of the restricted root LP, i.e., we unfix half of the variables of smallest reduced cost. This sorting is inspired by the scoring technique of Caprara, Fischetti & Toth (1998) [60]. The decision whether a branch is pruned or not is done by means of a target value as introduced by Subramanian et al. (1994) [204]. Such a target value is a guess about the development of the LP bound if a set of fixes is applied; we use a linear function of the integer infeasibility. If the LP bound stays below the target value, the branch develops according to our expectations, if not, the branch “looks worse than expected” and we backtrack.
Chapter IV

Case Studies

In the last chapter we report on several computational experiments. Section 1 compares standard models and our novel extended formulation. In Section 2 we present results of several computational experiments to analyze the benefit of the algorithmic ingredients of our novel solution approach, i.e., the proximal bundle method 2.2 and the rapid branching heuristic 2.3.

Section 3 discusses results of an auction based track allocation. These results and evaluation have a theoretical and visionary character due to various questionable assumptions. Thus, we will also discuss pure theoretical and rather philosophical auction design questions.

Finally, we present computational results for solving track allocation problems on real-world scenarios for the Simplon corridor in Section 4. The basis for the presented results are the contributions of Chapter II and Chapter III. Furthermore, it demonstrates the practical applicability of optimization for railway track allocation. To the best knowledge of the author and confirmed by several railway practitioners this was the first time that on a macroscopic scale automatically produced track allocations fulfill the requirements of the original microscopic model.

1 Model Comparison

TS-OPT is implemented in the programming language C++. It is able to generate the static formulations $(\text{APP})'$ and $(\text{ACP})$ as well as to solve model $(\text{PCP})$ by the proposed branch and price algorithm in Chapter III, Section 3. All computations in the following were performed on computers with an Intel Core 2 Extreme CPU X9650 with 3 GHz,
6 MB cache, and 8 GB of RAM, or an Intel Core i7 870 with 3 GHz, 8 MB cache, and 16 GB of RAM.

This choice is motivated as follows. \((APP)'\) is the dominant model in the literature, which we want to benchmark. \((PCP)\) and \((ACP)\) are equivalent models that improve \((APP)'\). \((APP)'\) and \((ACP)\) are both arc-based, rather easy to implement and very flexible.

We did not implement the strong packing model \((APP)\), and also not \((PPP)\), because these models are not robust with respect to changes in the problem structure, namely, their simplicity depends on the particular clique structure of interval graphs. If more complex constraints are considered, these models can become hard to adapt. In fact, the instances that we are going to consider involve real world headway matrices that give rise to more numerous and more complex clique structures as mentioned by Fischer et al. (2008) [90]. Thus, an implementation of suitably strong versions of models \((APP)\) and \((PPP)\) would have been much more difficult than an implementation of the basic versions discussed in Chapter III, Section 2.1.

In marked contrast to these models is our configuration model in which headway constraints are easy to implement. The reason is simple that they specify possible follow-on trips on a track, which is precisely what a configuration does. Formulation \((PCP)\) is in this sense very robust to handle headway conflicts, if the corresponding headway matrices are transitive. It is also well suited for column generation to deal with very large instances as we will discuss in Section 2.

We performed computational experiments with both static models. Our aim was to gather from these test runs information that would allow us to choose a “winner”, i.e., a model that, for the range of the problem instances we address, displays the best computational performance in practice.

The instances for the comparison were solved as follows. The root LP-relaxations of the static models \((APP)'\) and \((ACP)\) were solved with the barrier method of IBM ILOG CPLEX 11.2 (64 Bit, 4 threads, barrier), see CPLEX 12.2.0.2 [119]. Then, the MIP solver of CPLEX was called for a maximum of at most 1h of running time.
In our experiments, we consider the Hanover-Kassel-Fulda area of the German long-distance railway network. All our instances are based on the macroscopic infrastructure network that is illustrated in Figure 1. It includes data for 37 stations, 120 tracks and 6 different train types (ICE, IC, RE, RB, S, ICG). Our project partner from IVE and SFWBB provided this macroscopic data. Because of various possible turn around and running times for each train type, this produces an macroscopic railway model with 146 nodes, 1480 arcs, and 4320 headway constraints – infrastructure scenario \textsc{hakafu\_simple}.

Based on the 2002 timetable of Deutsche Bahn AG, we constructed several scenarios. We considered all trains inside that area in a time interval of about 480 minutes at a normal weekday from 9:00 to 17:00 (or smaller). We varied several objective parameters, selected subsets of the request, and generated artificial additional freight traffic, see Mura (2006) [164].

All instances related to \textsc{hakafu\_simple} are freely available at our benchmark library TTPlib, see Erol et al. (2008) [85]. From the test runs we have made, we have chosen to discuss the results of instance \textsc{hakafu\_simple} and \textsc{req\_36} – a scenario with 285 train requests.

Table 1 demonstrates that reasonable track allocation problems can become very large even if the consider time windows are limited. The main objective is to maximize the total number of trains in the sched-
1 Model Comparison

Table 1: Size of the test scenarios req_36.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>#nodes before preprocessing</th>
<th>#arcs before preprocessing</th>
<th>#nodes after preprocessing</th>
<th>#arcs after preprocessing</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>123239</td>
<td>267080</td>
<td>282</td>
<td>316</td>
</tr>
<tr>
<td>2</td>
<td>140605</td>
<td>300411</td>
<td>863</td>
<td>1095</td>
</tr>
<tr>
<td>4</td>
<td>155607</td>
<td>331631</td>
<td>2611</td>
<td>3589</td>
</tr>
<tr>
<td>6</td>
<td>169989</td>
<td>361927</td>
<td>4228</td>
<td>6372</td>
</tr>
<tr>
<td>8</td>
<td>186049</td>
<td>395688</td>
<td>6563</td>
<td>10515</td>
</tr>
<tr>
<td>10</td>
<td>204423</td>
<td>434499</td>
<td>9310</td>
<td>15726</td>
</tr>
<tr>
<td>12</td>
<td>224069</td>
<td>476431</td>
<td>12390</td>
<td>21730</td>
</tr>
<tr>
<td>14</td>
<td>245111</td>
<td>522119</td>
<td>15779</td>
<td>28569</td>
</tr>
<tr>
<td>16</td>
<td>267989</td>
<td>572185</td>
<td>19838</td>
<td>36673</td>
</tr>
<tr>
<td>18</td>
<td>291473</td>
<td>625083</td>
<td>24374</td>
<td>45882</td>
</tr>
<tr>
<td>20</td>
<td>316631</td>
<td>681668</td>
<td>29738</td>
<td>56951</td>
</tr>
</tbody>
</table>

Figure 2: Reduction of graph size by trivial preprocessing for scenarios req_36 and $\tau = 20$.

ule; on a secondary level, we slightly penalize deviations from certain desired departure and arrival times. “Flexibility” to reroute trains is controlled by departure and arrival time windows of length at most $\tau$, where $\tau$ is a parameter. To be precise, let $t_{opt}$ be the optimal arrival (or departure) time then we set the minimum arrival (or departure) time $t_{min}$ to $t_{opt} - \frac{\tau}{2}$ and the maximum arrival (or departure) time $t_{max}$ to $t_{opt} + \frac{\tau}{2}$, respectively. Hence, increasing $\tau$ from 0 to 20 minutes in steps of 2 minutes increases flexibility, but also produces larger train routing digraphs and IPs. We used a maximum of 20 minutes because in the allocation process for the annual timetable desired times (in minutes) were varied of at most 5 minutes.

After graph preprocessing by algorithm 4 (eliminating arcs and nodes which cannot be part of a feasible train route), the resulting 11 instances have the sizes listed in Table 1. Figure 2 shows the concrete benefit of the graph preprocessing for the largest instance of that set.
<table>
<thead>
<tr>
<th>$\tau$</th>
<th>#rows</th>
<th>#cols</th>
<th>#trains</th>
<th>$ub^*$</th>
<th>$v(\text{LP})$</th>
<th>$v^*$</th>
<th>gap in %</th>
<th>$t_\Sigma$ in s</th>
<th>#bbn</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>288</td>
<td>316</td>
<td>29</td>
<td>37.10</td>
<td>37.10</td>
<td>37.10</td>
<td>–</td>
<td>8.87</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>962</td>
<td>1005</td>
<td>67</td>
<td>99.92</td>
<td>99.92</td>
<td>99.92</td>
<td>–</td>
<td>8.20</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3134</td>
<td>3589</td>
<td>121</td>
<td>219.05</td>
<td>219.05</td>
<td>219.05</td>
<td>–</td>
<td>8.90</td>
<td>68</td>
</tr>
<tr>
<td>6</td>
<td>5552</td>
<td>6727</td>
<td>143</td>
<td>236.67</td>
<td>236.67</td>
<td>238.67</td>
<td>–</td>
<td>9.49</td>
<td>570</td>
</tr>
<tr>
<td>8</td>
<td>9584</td>
<td>10515</td>
<td>161</td>
<td>260.77</td>
<td>279.99</td>
<td>260.77</td>
<td>–</td>
<td>11.14</td>
<td>569</td>
</tr>
<tr>
<td>10</td>
<td>15481</td>
<td>15726</td>
<td>185</td>
<td>309.54</td>
<td>322.47</td>
<td>309.54</td>
<td>–</td>
<td>12.93</td>
<td>518</td>
</tr>
<tr>
<td>12</td>
<td>23135</td>
<td>21730</td>
<td>198</td>
<td>336.63</td>
<td>348.29</td>
<td>334.93</td>
<td>0.51</td>
<td>3619.85</td>
<td>1521298</td>
</tr>
<tr>
<td>14</td>
<td>33004</td>
<td>28569</td>
<td>220</td>
<td>375.97</td>
<td>375.97</td>
<td>375.97</td>
<td>–</td>
<td>12.93</td>
<td>518</td>
</tr>
<tr>
<td>16</td>
<td>47245</td>
<td>36673</td>
<td>239</td>
<td>401.50</td>
<td>401.50</td>
<td>401.50</td>
<td>–</td>
<td>577386</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>66181</td>
<td>45882</td>
<td>254</td>
<td>439.78</td>
<td>458.45</td>
<td>438.67</td>
<td>0.39</td>
<td>3613.58</td>
<td>462670</td>
</tr>
<tr>
<td>20</td>
<td>93779</td>
<td>56951</td>
<td>257</td>
<td>456.57</td>
<td>456.57</td>
<td>456.57</td>
<td>0.67</td>
<td>3618.53</td>
<td>421</td>
</tr>
</tbody>
</table>

Table 2: Solution statistic for model (APP) and variants of scenario req.36.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>#rows</th>
<th>#cols</th>
<th>#trains</th>
<th>$ub^*$</th>
<th>$v(\text{LP})$</th>
<th>$v^*$</th>
<th>gap in %</th>
<th>$t_\Sigma$ in s</th>
<th>#bbn</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>835</td>
<td>920</td>
<td>29</td>
<td>37.10</td>
<td>37.10</td>
<td>37.10</td>
<td>–</td>
<td>8.44</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2418</td>
<td>2895</td>
<td>67</td>
<td>99.92</td>
<td>99.92</td>
<td>99.92</td>
<td>–</td>
<td>8.41</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>6920</td>
<td>9345</td>
<td>121</td>
<td>219.05</td>
<td>219.05</td>
<td>219.05</td>
<td>–</td>
<td>8.63</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>11129</td>
<td>16329</td>
<td>143</td>
<td>238.67</td>
<td>242.72</td>
<td>238.67</td>
<td>–</td>
<td>9.39</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>17393</td>
<td>27470</td>
<td>161</td>
<td>260.77</td>
<td>260.77</td>
<td>260.77</td>
<td>–</td>
<td>13.29</td>
<td>280</td>
</tr>
<tr>
<td>10</td>
<td>24825</td>
<td>41517</td>
<td>185</td>
<td>309.54</td>
<td>324.90</td>
<td>309.54</td>
<td>–</td>
<td>46.41</td>
<td>577</td>
</tr>
<tr>
<td>12</td>
<td>33156</td>
<td>57149</td>
<td>198</td>
<td>334.93</td>
<td>342.66</td>
<td>334.93</td>
<td>–</td>
<td>110.98</td>
<td>528</td>
</tr>
<tr>
<td>14</td>
<td>42282</td>
<td>74882</td>
<td>220</td>
<td>373.94</td>
<td>381.45</td>
<td>373.94</td>
<td>–</td>
<td>259.62</td>
<td>780</td>
</tr>
<tr>
<td>16</td>
<td>53142</td>
<td>96729</td>
<td>239</td>
<td>399.81</td>
<td>405.33</td>
<td>399.81</td>
<td>–</td>
<td>1467.77</td>
<td>1485</td>
</tr>
<tr>
<td>18</td>
<td>65378</td>
<td>124115</td>
<td>254</td>
<td>438.08</td>
<td>450.48</td>
<td>438.08</td>
<td>–</td>
<td>2399.55</td>
<td>512</td>
</tr>
<tr>
<td>20</td>
<td>79697</td>
<td>156674</td>
<td>257</td>
<td>454.77</td>
<td>458.45</td>
<td>451.76</td>
<td>0.67</td>
<td>3618.53</td>
<td>421</td>
</tr>
</tbody>
</table>

Table 3: Solution statistic for model (ACP) and variants of scenario req.36.

Tables 2 and 3 show the results for model (APP) and (ACP), respectively. The tables list:

- $\tau$: length of the time interval,
- #rows: number of rows (constraints) of the integer programming formulation,
- #cols: number of columns (variables) of the integer programming formulation,
- #trains: number of scheduled trains in the solution,
- $ub^*$: proven upper bound,
- $v(\text{LP})$: optimal value of the linear relaxation,
- $v^*$: objective function value of (best) integral solution,
- optimality gap: the relative gap is defined between the best integer objective $bestSol$ and the objective of the best node remaining $bestNode$ as $\frac{|bestNode - bestSol|}{|bestSol|}$,
- #bbn: number of processed branch and bound nodes,
- and, $t_\Sigma$: the total running time of TS-OPT.
It turns out that, in fact, model (APP)’ produces for all instances a significantly weaker LP-bound (upper bounds $v(LP)$ and $ub^*$) than model (ACP). In addition, we marked the instances where the LP-bound at the root is equal to the objective value of the optimal integer solutions.

With increasing flexibility $\tau$ the models become trivially larger. Although the extended formulation (ACP) produces in most cases the larger model, the produced results are almost always better for this testset. Model (ACP) was able to solve all instances to optimality except for the last one. Whereas model (APP) could only solve the first six instances during the time limit. However, the reason was that the dual bound could not be significantly improved during branch and bound even if the optimal primal solutions were found. We reported more results of similar experiments with 146, 285 and 570 train requests in Borndörfer & Schlechte (2007) [30] where the same effects can be observed.

### 1.2 Results for the TTPlib

In addition to the HAKAFU_SIMPLE instances the TTPlib contains artificial auction instances provided by our project partners, i.e., Andreas Tanner from WIP. Figure 3 shows the layout of the infrastructure for the 11 WHEEL instances. Furthermore, station capacities are considered, as well as minimum dwell time requirements for several trains, see Chapter II, Section 2.1.2 and Chapter III, Section 1.1.

For each run of TS-OPT, a time limit of one hour (3600 seconds) was used to solve the IPs. Table 4 and Table 5 show the results of the static models (APP)’ and (ACP).

#### Table 4: Solution statistic of model (APP) for WHEEL-instances.

<table>
<thead>
<tr>
<th>instance</th>
<th>#trains</th>
<th>#reqs</th>
<th>#rows</th>
<th>#cols</th>
<th>$v(LP)$</th>
<th>$v^*$</th>
<th>$\text{gap in }%$</th>
<th>$\sum_1$</th>
<th>#bbn</th>
</tr>
</thead>
<tbody>
<tr>
<td>req01</td>
<td>8</td>
<td>8</td>
<td>510</td>
<td>555</td>
<td>70.00</td>
<td>70.00</td>
<td>–</td>
<td>1.28</td>
<td>1</td>
</tr>
<tr>
<td>req02</td>
<td>11</td>
<td>11</td>
<td>882</td>
<td>676</td>
<td>84.01</td>
<td>84.14</td>
<td>–</td>
<td>0.20</td>
<td>1</td>
</tr>
<tr>
<td>req03</td>
<td>8</td>
<td>8</td>
<td>451</td>
<td>538</td>
<td>68.00</td>
<td>68.00</td>
<td>–</td>
<td>0.21</td>
<td>1</td>
</tr>
<tr>
<td>req04</td>
<td>19</td>
<td>19</td>
<td>1287</td>
<td>1197</td>
<td>150.53</td>
<td>150.83</td>
<td>–</td>
<td>0.39</td>
<td>1</td>
</tr>
<tr>
<td>req05</td>
<td>15</td>
<td>15</td>
<td>1344</td>
<td>877</td>
<td>108.89</td>
<td>108.89</td>
<td>–</td>
<td>0.28</td>
<td>4</td>
</tr>
<tr>
<td>req06</td>
<td>14</td>
<td>14</td>
<td>967</td>
<td>918</td>
<td>115.74</td>
<td>115.83</td>
<td>–</td>
<td>0.28</td>
<td>8</td>
</tr>
<tr>
<td>req07</td>
<td>42</td>
<td>46</td>
<td>5812</td>
<td>2949</td>
<td>336.09</td>
<td>343.49</td>
<td>–</td>
<td>5.21</td>
<td>1754</td>
</tr>
<tr>
<td>req08</td>
<td>46</td>
<td>55</td>
<td>7140</td>
<td>3112</td>
<td>357.93</td>
<td>372.44</td>
<td>–</td>
<td>8.09</td>
<td>987</td>
</tr>
<tr>
<td>req09</td>
<td>62</td>
<td>106</td>
<td>25557</td>
<td>6661</td>
<td>519.00</td>
<td>545.16</td>
<td>589.00</td>
<td>2.17</td>
<td>3601.01</td>
</tr>
<tr>
<td>req10</td>
<td>73</td>
<td>198</td>
<td>76700</td>
<td>12525</td>
<td>662.55</td>
<td>667.55</td>
<td>610.23</td>
<td>8.57</td>
<td>3601.57</td>
</tr>
<tr>
<td>req11</td>
<td>62</td>
<td>288</td>
<td>7455</td>
<td>2304</td>
<td>526.00</td>
<td>526.67</td>
<td>526.00</td>
<td>1.16</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 3: Artificial network wheel, see TTPlib [208]

<table>
<thead>
<tr>
<th>instance</th>
<th>#trains</th>
<th>#reqs</th>
<th>#rows</th>
<th>#cols</th>
<th>ub^*</th>
<th>v(LP)</th>
<th>v^*</th>
<th>gap in %</th>
<th>⋋^* in s</th>
<th>#bbn</th>
</tr>
</thead>
<tbody>
<tr>
<td>req01</td>
<td>8</td>
<td>8</td>
<td>1119</td>
<td>1202</td>
<td>70.00</td>
<td>70.00</td>
<td>70.00</td>
<td>–</td>
<td>1.88</td>
<td>1</td>
</tr>
<tr>
<td>req02</td>
<td>11</td>
<td>11</td>
<td>1273</td>
<td>1364</td>
<td>84.01</td>
<td>84.01</td>
<td>84.01</td>
<td>–</td>
<td>0.43</td>
<td>1</td>
</tr>
<tr>
<td>req03</td>
<td>8</td>
<td>8</td>
<td>1104</td>
<td>1175</td>
<td>68.00</td>
<td>68.00</td>
<td>68.00</td>
<td>–</td>
<td>0.27</td>
<td>1</td>
</tr>
<tr>
<td>req04</td>
<td>19</td>
<td>19</td>
<td>2351</td>
<td>2514</td>
<td>150.53</td>
<td>150.53</td>
<td>150.53</td>
<td>–</td>
<td>0.43</td>
<td>1</td>
</tr>
<tr>
<td>req05</td>
<td>15</td>
<td>15</td>
<td>1596</td>
<td>1706</td>
<td>108.89</td>
<td>108.89</td>
<td>108.89</td>
<td>–</td>
<td>0.34</td>
<td>1</td>
</tr>
<tr>
<td>req06</td>
<td>14</td>
<td>14</td>
<td>1816</td>
<td>1945</td>
<td>115.74</td>
<td>115.74</td>
<td>115.74</td>
<td>–</td>
<td>0.30</td>
<td>1</td>
</tr>
<tr>
<td>req07</td>
<td>42</td>
<td>46</td>
<td>5151</td>
<td>5512</td>
<td>336.09</td>
<td>336.09</td>
<td>336.09</td>
<td>–</td>
<td>0.66</td>
<td>1</td>
</tr>
<tr>
<td>req08</td>
<td>46</td>
<td>55</td>
<td>5747</td>
<td>6133</td>
<td>357.93</td>
<td>357.93</td>
<td>357.93</td>
<td>–</td>
<td>0.70</td>
<td>1</td>
</tr>
<tr>
<td>req09</td>
<td>62</td>
<td>106</td>
<td>9854</td>
<td>10553</td>
<td>508.00</td>
<td>508.00</td>
<td>508.00</td>
<td>–</td>
<td>1.29</td>
<td>1</td>
</tr>
<tr>
<td>req10</td>
<td>73</td>
<td>198</td>
<td>16263</td>
<td>17512</td>
<td>614.77</td>
<td>614.77</td>
<td>614.77</td>
<td>–</td>
<td>2.23</td>
<td>1</td>
</tr>
<tr>
<td>req11</td>
<td>62</td>
<td>288</td>
<td>6353</td>
<td>4912</td>
<td>526.00</td>
<td>526.00</td>
<td>526.00</td>
<td>–</td>
<td>1.96</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5: Solution statistic of model (ACP) for wheel-instances.

Obviously, model (ACP) has more variables than model (APP)', because of the auxiliary track flows. But if the conflict constraints of the instance “explode” model (ACP) has significantly less rows than (APP)', e.g., in case of instances req_07-req_10.

CPLEX was able to solve all 11 instances of model (ACP) to optimality already in the root node (in only some seconds!). In addition in 10 of 11 cases the value of the LP-relaxation equals the optimal value of the integer problem. In contrast, (APP)' was only able to solve 9 problems within the time limit. For scenario req_09 and req_10 only a gap of approximately 2% and 8% were reached after 1 hour. Only in two cases the value of the LP-relaxation equals the optimal value of the integer problem. In addition, CPLEX needs to solve model (APP)' a significant number of branch and bound nodes for 6 instances.
We also performed this experiment for the remaining instances of the TTPlib, i.e., 50 instances for network HAKAFU_SIMPLE. The results of the experiment are shown in Table 6 and 7. For four instances CPLEX, i.e., req.34, req.35, req.49 and req.50, was not able to solve the integer program within 1 hour for both models. For the remaining 46 instances model (ACP) reached three times the time limit without any solution. For another three instances TS-OPT terminates for model (ACP) with a small optimality gap of approximately 1%. CPLEX was able to solve all other instances (40) to proven optimality. In addition, we marked 16 instances were the objective values of the LP relaxation for model (ACP) coincide with optimal integer solution.

CPLEX was able to produce solutions for model (APP)' for all 46 instances, i.e., also for instances req.39, req.43, and req.44 within the time limit. However, in 8 cases the runs terminated after an hour
1 Model Comparison

Table 7: Solution statistic of model (ACP) for hakafu_simple-instances.

with an optimality gap of approximately 1%. The produced solutions were already the optimal ones, nevertheless (APP)′ was not able to close the gap within the time limit. The other 38 instances were solved to optimality. In 12 cases the objective values of the LP relaxation for model (APP)′ coincide with optimal integer solution.

We increased the time limit to one day and solved again the hard instances. Let us explicitly point out that these computations would not be possible on a standard PC at the beginning of the project. However, thanks to the 16GB main memory we were able to produce these numbers to verify our novel algorithmic approach which will be discussed in the next section.

Tables 8 and 9 show the results for both models. For instances REQ_34, REQ_35, REQ_49, and REQ_50 the LP relaxation of model (APP)′ became too large, i.e., CPLEX abort with out of memory. The other
1 Model Comparison

<table>
<thead>
<tr>
<th>instance</th>
<th>#trains</th>
<th>reqs</th>
<th>#rows</th>
<th>#cols</th>
<th>ub*</th>
<th>v(LP)</th>
<th>v*</th>
<th>gap in %</th>
<th>$t_{bbn}$ in s</th>
<th>#bbn</th>
</tr>
</thead>
<tbody>
<tr>
<td>req34</td>
<td>0</td>
<td>285</td>
<td></td>
<td></td>
<td></td>
<td>362973</td>
<td>305366</td>
<td>–</td>
<td>memout</td>
<td>∞</td>
</tr>
<tr>
<td>req35</td>
<td>0</td>
<td>285</td>
<td></td>
<td></td>
<td></td>
<td>7974708</td>
<td>514425</td>
<td>–</td>
<td>memout</td>
<td>1100.57</td>
</tr>
<tr>
<td>req37</td>
<td>257</td>
<td>334</td>
<td></td>
<td></td>
<td></td>
<td>201529</td>
<td>82937</td>
<td>365.73</td>
<td>371.25</td>
<td>365.73</td>
</tr>
<tr>
<td>req38</td>
<td>259</td>
<td>334</td>
<td></td>
<td></td>
<td></td>
<td>201529</td>
<td>82937</td>
<td>398.77</td>
<td>405.87</td>
<td>396.77</td>
</tr>
<tr>
<td>req39</td>
<td>272</td>
<td>358</td>
<td></td>
<td></td>
<td></td>
<td>245968</td>
<td>73324</td>
<td>505.18</td>
<td>521.02</td>
<td>505.18</td>
</tr>
<tr>
<td>req40</td>
<td>272</td>
<td>358</td>
<td></td>
<td></td>
<td></td>
<td>245968</td>
<td>73324</td>
<td>535.32</td>
<td>556.99</td>
<td>535.32</td>
</tr>
<tr>
<td>req43</td>
<td>300</td>
<td>409</td>
<td></td>
<td></td>
<td></td>
<td>247756</td>
<td>87209</td>
<td>531.44</td>
<td>553.59</td>
<td>531.44</td>
</tr>
<tr>
<td>req44</td>
<td>300</td>
<td>409</td>
<td></td>
<td></td>
<td></td>
<td>247756</td>
<td>87209</td>
<td>554.97</td>
<td>585.29</td>
<td>554.97</td>
</tr>
</tbody>
</table>

Table 8: Solution statistic of model (APP) for hard HAKAFU_SIMPLE-instances.

<table>
<thead>
<tr>
<th>instance</th>
<th>#trains</th>
<th>reqs</th>
<th>#rows</th>
<th>#cols</th>
<th>ub*</th>
<th>v(LP)</th>
<th>v*</th>
<th>gap in %</th>
<th>$t_{bbn}$ in s</th>
<th>#bbn</th>
</tr>
</thead>
<tbody>
<tr>
<td>req34</td>
<td>0</td>
<td>285</td>
<td></td>
<td></td>
<td></td>
<td>384563</td>
<td>873904</td>
<td>512.67</td>
<td>512.67</td>
<td>–</td>
</tr>
<tr>
<td>req35</td>
<td>0</td>
<td>285</td>
<td></td>
<td></td>
<td></td>
<td>585770</td>
<td>1394454</td>
<td>512.75</td>
<td>512.75</td>
<td>–</td>
</tr>
<tr>
<td>req37</td>
<td>257</td>
<td>334</td>
<td></td>
<td></td>
<td></td>
<td>130148</td>
<td>265556</td>
<td>365.73</td>
<td>366.74</td>
<td>365.73</td>
</tr>
<tr>
<td>req38</td>
<td>259</td>
<td>334</td>
<td></td>
<td></td>
<td></td>
<td>130148</td>
<td>265556</td>
<td>398.77</td>
<td>401.44</td>
<td>398.77</td>
</tr>
<tr>
<td>req39</td>
<td>272</td>
<td>358</td>
<td></td>
<td></td>
<td></td>
<td>114397</td>
<td>226407</td>
<td>507.54</td>
<td>507.54</td>
<td>507.54</td>
</tr>
<tr>
<td>req40</td>
<td>300</td>
<td>409</td>
<td></td>
<td></td>
<td></td>
<td>149063</td>
<td>303446</td>
<td>531.44</td>
<td>538.55</td>
<td>531.44</td>
</tr>
<tr>
<td>req43</td>
<td>300</td>
<td>409</td>
<td></td>
<td></td>
<td></td>
<td>149063</td>
<td>303446</td>
<td>554.97</td>
<td>563.85</td>
<td>554.97</td>
</tr>
<tr>
<td>req49</td>
<td>0</td>
<td>285</td>
<td></td>
<td></td>
<td></td>
<td>311772</td>
<td>703252</td>
<td>504.68</td>
<td>504.68</td>
<td>–</td>
</tr>
<tr>
<td>req50</td>
<td>0</td>
<td>285</td>
<td></td>
<td></td>
<td></td>
<td>5877570</td>
<td>1394454</td>
<td>512.75</td>
<td>512.75</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 9: Solution statistic of model (ACP) for hard HAKAFU_SIMPLE-instances.

Instances could be solved to optimality within an hour. In contrast to that, CPLEX was able to solve all relaxations of model (ACP) within one day and produced stronger upper bounds for all hard scenarios. However, CPLEX needed more time producing an optimal integer solution for model (ACP) than for model (APP)' for almost all hard instances. Although CPLEX needs less branch and bound nodes to solve model (ACP), the time needed per node, i.e., to solve the linear relaxation, was significantly higher than for model (APP)'.

1.3 Conclusion

We have compared the static model formulation (APP)' and (ACP) for a huge set and variants of instances which are free available at TTPlib. First of all, CPLEX was able to solve model (APP)' and (ACP) for instances of reasonable size to proven optimality, i.e., TS-OPT was only used to construct the (preprocessed) graphs and models. Only for some very large scale instances the larger LP relaxation of the extended formulation had a negative effect on the total running time. We have observed that even if the extended formulation (ACP) tends in most cases to larger LP relaxations than (APP)', the benefit from a better global upper bound transfers often directly to a higher solution quality and shorter running times. In particular, these effects are in-
In this section we want to analyze our different solution approaches to solve model (PCP), which we all integrated or implemented in our

<table>
<thead>
<tr>
<th>model</th>
<th>(APP)</th>
<th>(ACP)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>REQ_36-instances</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td># produced best upper bound</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td># no integrality gap</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td># optimal solution found</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td># optimal solution proven</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td><strong>WHEEL-instances</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td># produced best upper bound</td>
<td>3</td>
<td>11</td>
</tr>
<tr>
<td># no integrality gap</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td># optimal solution found</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td># optimal solution proven</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td><strong>HAKAFU_SIMPLE-instances</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td># produced best upper bound</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td># no integrality gap</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td># optimal solution found</td>
<td>38</td>
<td>40</td>
</tr>
<tr>
<td># optimal solution proven</td>
<td>39</td>
<td>40</td>
</tr>
</tbody>
</table>

*Table 10: Comparison of results for different models on the TTPlib-instances.*

tensified if the flexibility of the train requests are high, e.g., if the time windows of the events are large, or if the capacity is rare, e.g., if several trains compete for the same track resources.

The results of our computational experiments made us conclude that model (ACP) outperforms model (APP)’. Table 10 gives a short summary and lists the number of instances for which the models produced an optimal solution, number of instances for which the root upper bound has no integrality gap, and the number of instances for which the upper bound of the root LP relaxation was better or equal than the one produced by the other model. If we would establish a system of point scoring, model (ACP) will be most likely the winner on "points". Hence, (ACP) is suited best for our particular problem instances and real world application.

## 2 Algorithmic Ingredients for the (PCP)

In this section we want to analyze our different solution approaches to solve model (PCP), which we all integrated or implemented in our
module **TS-OPT**. We start with a comparison of our approach with computational results from the literature in Section 2.1. Section 2.2 discusses experiments and results for the bundle method. Finally, we present computational results of the rapid branching heuristic to solve large scale track allocation problems in Section 2.3.

## 2.1 Results from the Literature

Let us discuss computational results for a variation of the rather "simple" wheel instances. The reason is that Cacchiani, Caprara & Toth (2010) [54] present results for modified versions of these TTPlib instances by excluding station capacities. In addition, their implemented model cannot handle train type specific headway times. Hence, they only considered instances of the TTPlib with one train type, i.e., the wheel instances. However, let us thank them (and all others) for using our instances in their studies, which verifies that the TTPlib provides an useful, modular, and easily understandable standard format for track allocation problems.

They used a (PPP) formulation of the problem, produced upper bounds by solving the Lagrangian relaxation using standard subgradient optimization and column generation, and constructed solutions by a greedy heuristic based on Lagrangian profits and some refinement procedure. They were able to solve instances `REQ_1-REQ_8` to proven optimality within a second. For instances `REQ_9-REQ_11` they could produce almost optimal solutions, i.e., the produced upper bounds prove a gap within 2% of the optimum. The time needed to produce solutions for problem `REQ_9` and `REQ_10` is comparatively high (57 and 602 seconds), as well as we already observed for the static model (APP), see Section 1 and Table 4. However, in 5 of 11 cases the presented solutions are also feasible (and hence optimal) in presence of the station capacity constraints.

Table 11 lists the statistic of our column generation approach using the bundle method and the rapid branching heuristic. We want to mention that our listed absolute values (bounds and objectives) differ to the published ones on TTPlib due to a problem specific scaling inside of **TS-OPT**. In fact, we scale all objective values such that the best path has profit of 10.0. Furthermore, we used as a stopping criteria an optimality gap of 1.0%. It can be seen that we only need a very small number of branch and bound nodes to produce almost optimal solutions (gap
below 0.05%). However, the re-scaled upper bounds and solutions are
counter to the results presented by Cacchiani, Caprara & Toth (2010)
[54]. There are minor deviations for the solutions values because are
numerical ones respecting the given tolerances, see Table 11.

To demonstrate that even such small instances have to be solved via
exact optimization approaches, we only run the bundle method to solve
the relaxation and used afterwards a simple greedy heuristic in TS-OPT
to produce a feasible integral solution. It can be seen that even for
these simple instances it is not trivial to produce high quality solutions.
For some of the instance the produced solutions have a gap larger
than 15% to the optimum. Finally, Table 12 compares the (PPP)-
results of Cacchiani, Caprara & Toth (2010) [54], the (bundle and)
greedy approach, and the (bundle and) rapid branching approach to
solve model (PCP) with TS-OPT. Already this rather easy subset of
the TTPlib indicates that our configuration model has computational
advantages, both the static variant (ACP), see Section 1 and Table 4,
and dynamic version (PCP). In particular, if the instance give rise to
many conflicts, e.g. instances REQ_9 and REQ_10.
2.2 Bundle Method

We evaluated our algorithmic approaches presented in Chapter III, Section 3 on the benchmark library TTPlib, see Erol et al. (2008) [85]. They are associated with the macroscopic railway network model HAKAFU_SIMPLE already described in Section 1.

Figure 4 illustrates the column generation process for solving instance REQ_05 with the barrier method of CPLEX. For each iteration the current value of the RMLP is shown as well as the upper bound $\beta(\gamma, \pi, \lambda)$, see Lemma 2.11. The general effects of “heading in” and “tailing off” can be observed, i.e., we need many column generation iterations to get an upper bound value of 289. Obviously, one could try to improve the performance or convergence of a standard column generation approach by using stabilization techniques or sophisticated strategies for the generation of columns, see Lübbecke & Desrosiers (2005) [156].

Figure 5 shows exemplary the progress of the bundle method 5, i.e., it can be seen that a dual bound of 289 is reported after one second. Together with Figure 4 it gives an intuition of the progress and convergence of the bundle method and the standard column generation approach for solving instance REQ_05. The mere fact that the timescales are significantly different prevent us from plotting both runs together. The reason for the significant smaller solution time is that in case of the bundle method in each iteration only a very small QP and

![Graph](https://via.placeholder.com/150)

**Figure 4:** Solving the LP relaxation of model (PCP) with column generation and the barrier method.
several shortest path problems are successively solved. In case of the column generation approach with the barrier method, as well as with the primal or dual simplex method, solving large linear programs and also solving shortest path problems are alternated.

Table 13 compares different solution approaches to solve the linear or Lagrangean relaxation of model (PCP) for an arbitrary selection of request scenarios of network HAKAFU_SIMPLE. On the one hand, we solve the linear relaxation by column generation and by using different algorithms to solve the LP relaxation, i.e., the rows “dual” contain the results of the dual simplex algorithm, “barrier” stands for barrier algorithm, and “primal” for the primal simplex algorithm. On the other hand, the rows “bundle” show the results for the bundle method. The sizes, i.e., #reqs, #rows, and #cols, of the finally generated models are listed, as well as the solution time $t_\Sigma$. Column $ub^*$ shows the value of the upper bound $\beta(\gamma, \pi, \lambda)$ induced by the reduced cost during the column generation method, see Lemma 2.11 or the best upper bound produced by the Lagrangean relaxation. Column $v^*(LP)$ states the value of the produced fractional primal solution. We mark this value in case of the bundle method, because the produced fractional vector might violate the relaxed constraints, i.e., the coupling constraints of model (PCP).

We can observe that the standard column generation approach for solving LPs needs much more columns until the relaxation is solved to optimality for most of the instances. In each iteration a noticeable larger LP is solved. The number of column generation iterations ($#iter$) is very high, i.e., several hundreds, if we solve the (MLP) to proven op-
Table 13: Statistic for solving the LP relaxation of model (PCP) with column generation and the bundle method.

<table>
<thead>
<tr>
<th>solver</th>
<th>#reqs</th>
<th>#rows</th>
<th>#cols</th>
<th>(ub^*)</th>
<th>(v^*(LP))</th>
<th>(t_{\Sigma}) in s</th>
<th>#iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>primal</td>
<td>285</td>
<td>7914</td>
<td>138450</td>
<td>488.06</td>
<td>482.41</td>
<td>&gt; week</td>
<td>761</td>
</tr>
<tr>
<td>dual</td>
<td>285</td>
<td>7914</td>
<td>147831</td>
<td>487.22</td>
<td>482.77</td>
<td>&gt; day</td>
<td>1000</td>
</tr>
<tr>
<td>barrier</td>
<td>285</td>
<td>7914</td>
<td>145146</td>
<td>489.29</td>
<td>482.77</td>
<td>&gt; 4hours</td>
<td>1000</td>
</tr>
<tr>
<td>bundle</td>
<td>285</td>
<td>7914</td>
<td>146145</td>
<td>484.13</td>
<td>484.13</td>
<td>454</td>
<td>116</td>
</tr>
</tbody>
</table>

| primal | 194   | 1157  | 36691 | 288.04  | 287.81    | 449            | 1514  |
| dual   | 194   | 1157  | 37087 | 288.00  | 288.00    | 683            | 230   |
| barrier| 194   | 1157  | 37448 | 288.20  | 288.00    | 566            | 187   |
| bundle | 194   | 1157  | 2521  | 288.24  | 288.24    | 454            | 116   |

| primal | 285   | 1393  | 24185 | 395.29  | 394.92    | 683            | 230   |
| dual   | 285   | 1393  | 25344 | 395.15  | 394.83    | 683            | 230   |
| barrier| 285   | 1393  | 25901 | 395.12  | 394.92    | 683            | 230   |
| bundle | 285   | 1393  | 3692  | 395.29  | 395.29    | 683            | 230   |

| primal | 285   | 1393  | 24185 | 395.29  | 394.92    | 683            | 230   |
| dual   | 285   | 1393  | 25344 | 395.15  | 394.83    | 683            | 230   |
| barrier| 285   | 1393  | 25901 | 395.12  | 394.92    | 683            | 230   |
| bundle | 285   | 1393  | 3692  | 395.29  | 395.29    | 683            | 230   |

| primal | 285   | 1393  | 24185 | 395.29  | 394.92    | 683            | 230   |
| dual   | 285   | 1393  | 25344 | 395.15  | 394.83    | 683            | 230   |
| barrier| 285   | 1393  | 25901 | 395.12  | 394.92    | 683            | 230   |
| bundle | 285   | 1393  | 3692  | 395.29  | 395.29    | 683            | 230   |

| primal | 285   | 1393  | 24185 | 395.29  | 394.92    | 683            | 230   |
| dual   | 285   | 1393  | 25344 | 395.15  | 394.83    | 683            | 230   |
| barrier| 285   | 1393  | 25901 | 395.12  | 394.92    | 683            | 230   |
| bundle | 285   | 1393  | 3692  | 395.29  | 395.29    | 683            | 230   |

| primal | 285   | 1393  | 24185 | 395.29  | 394.92    | 683            | 230   |
| dual   | 285   | 1393  | 25344 | 395.15  | 394.83    | 683            | 230   |
| barrier| 285   | 1393  | 25901 | 395.12  | 394.92    | 683            | 230   |
| bundle | 285   | 1393  | 3692  | 395.29  | 395.29    | 683            | 230   |

| primal | 117   | 645   | 6058  | 175.56  | 175.56    | 107            | 229   |
| dual   | 117   | 645   | 5410  | 175.56  | 175.56    | 107            | 229   |
| barrier| 117   | 645   | 5433  | 175.56  | 175.56    | 107            | 229   |
| bundle | 117   | 645   | 1268  | 175.73  | 175.73    | 107            | 229   |

timality. That is no column with positive reduced cost is left. Besides the higher memory consumption for the larger LPs, we observed a convergence problem with the primal and dual simplex as well as with the barrier method.

In contrast, the bundle method solves the relaxation (RMLP) in an algorithmically integrated and sparse way. No “real” column generation is needed because the function evaluation step of algorithm 5 can be solved exactly. Only in the direction finding step the generated paths and configurations are used. However, the produced solutions of the shortest path problems can be seen as generated columns of the bundle method, i.e., these are the columns that we store during the bundle algorithm to construct a restricted version of model (PCP) and produce an integral solution in the end. In addition, we keep also the paths and
configurations induced by columns that leave the bundle set during the algorithm.

Therefore, the generation of columns seems to be more guided and only a small portion of the paths and configurations compared with the other approaches is needed to solve the relaxation, see Figure 5 and, Table 13. The very large instance req_02 is one of a few exceptions, for which the bundle method also needs a comparable high number of columns similar to the other approaches. However, the solution time is always significantly smaller without losing quality. In case of req_02, the column generation approach is stopped after a fixed limit of 1000 iterations with a bound even worse than produced by the bundle approach.

For our type of problem, i.e., the Lagrangean dual of model \((PCP)\), the parameter calibration of the the bundle method was rather uncomplicated and straight-forward. Figure 6 compares exemplary the effect of different choices for the size of the bundle \((2, 5, 10, 15, 20, 25)\) on the solution of the Lagrangean relaxation of some test instances. It can be seen that larger bundles lead in general to a reduction in the number of iterations to a certain limit. However, larger bundles also produce larger and more difficult quadratic programs in algorithm 5, such that the total solution time and the number of iterations increases after a certain point. A default bundle size of 15 seems to be a good choice for our specific problem instances.

Table 14 shows the results of our implementation of the bundle method on solving the Lagrange relaxation of the the model \((PCP)\). Additional to the columns we have already introduced in former tables, column \#iter displays the number of iterations of the bundle method to solve the Lagrangean relaxation, see algorithm 5. We denoted the optimal value of the Lagrangean dual \((LD)\) by \(v^*(LD)\). After that, we performed a trivial greedy heuristic to find an integer solution for the

\begin{table}
\begin{tabular}{|c|c|c|}
\hline
bundle size & iterations & time in seconds \\
\hline
2 & 5,000 & 1,000 \\
5 & 2,500 & 1,500 \\
10 & 2,000 & 2,000 \\
15 & 1,500 & 2,500 \\
20 & 1,000 & 3,000 \\
25 & 500 & 3,500 \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{bundle_sizes.png}
\caption{Testing different bundle sizes.}
\end{figure}
constructed sub-problems. The objective value is denoted by $v^*$ in Table 14.

We could observe that the upper bounds produced by our bundle implementation for model (PCP) have the same quality as the ones obtained by model (ACP), i.e., better bounds than model (APP'). There are only slight differences because of the numerical tolerances. In addition, the bundle approach and model (PCP) is faster than static models for very large scale instances, e.g., req40, req49 or req50. In addition, solving the static models (ACP) and (APP) for instances req34, req35, and req50 is critical from a memory point of view. At least 16GB of main memory is required to solve the root relaxation.

Table 14: Solution statistic of bundle method and greedy heuristic for model (PCP) for hakafu_simiple-instances.
In contrast to that our bundle approach uses only 2 GB of memory to solve the relaxation of these instances.

However, for the produced integer solutions of the greedy heuristic no solution quality can be guaranteed. Obviously, there are easy instances, e.g., \texttt{REQ.01}, \texttt{REQ.05}, \texttt{REQ.09}, \texttt{REQ.13} or \texttt{REQ.29}, where a greedy approach is able to produce an optimal or almost optimal solution. But there are also many instances for which the greedy solution is far away from optimality, e.g., \texttt{REQ.39}, \texttt{REQ.40} or \texttt{REQ.42} have a gap larger than 100%.

Finally, we conclude that the bundle method is the most efficient approach to produce high quality upper bounds for model (PCP). It outperforms standard column generation approaches using the simplex or interior point methods, i.e., the total running time is order of magnitudes smaller and the quality of the upper bounds is roughly comparable. Furthermore, we were able with this approach to produce non-trivial upper bounds much faster than with the static model variant (ACP) for very large scale instances.

### 2.3 Rapid Branching

We tested our implementation of the rapid branching heuristic, see Algorithm 6 presented in Section 3 of Chapter III, on instances from the benchmark library TTPlib, see the macroscopic railway network model \texttt{HAKAFU_SIMPLE} described in Section 1.1, and some larger request sets.

Figure 8 shows an ideal run of our code \texttt{TS-OPT}, i.e., the run of scenario \texttt{REQ.31} and network \texttt{HAKAFU_SIMPLE}. On the left hand side the objective value of the primal solution, the upper bound, and the objective of the fixation evaluated by the rapid branching heuristic is illustrated. In the initial LP stage (dark blue), a global upper bound is computed by solving the Lagrangean dual using the bundle method after approximately 400 seconds. In that scenario one can see the improvement of the upper bound during the bundle method. Furthermore, in that stage the most important path and configuration variables are generated. On the right hand side of the figure, the development of the number of generated columns, the number of fixed to 1 columns, and the number of integer infeasibilities, i.e., the number of integer variables that still have a fractional value in the primal solution of the current relaxation, is shown. In the first phase (dark blue) the column
Figure 7: Solving a track allocation problem with TS-OPT; dual (LP) and primal (IP) stage.

The generation process during the bundle method can be seen and that fixing a large number of the “right” variables at once (to 1) decreases the integer infeasibilities significantly, but not monotonously. In fact, the rapid branching heuristic produced a solution with 0.61% and was able to improve the greedy solution computed directly after the first phase with a gap of 1.48%.

Figure 8 shows another run of our code TS-OPT, i.e., scenario REQ_48 of network HAKAFU_SIMPLE. On the left hand side the objective value of the primal solution, the upper bound, and the objective of the fixation evaluated by the rapid branching heuristic is plotted again. In the initial LP stage (dark blue), a global upper bound is computed by solving the Lagrangean dual using the bundle method after approximately 15 seconds. In that scenario the upper bound is only slightly below the trivial upper bound, i.e., the sum of all maximum profits. In the succeeding IP stage (light blue) an integer solution is constructed by the greedy heuristic and improved by the rapid branching heuristic. It can be seen that the final integer solution has virtually the same objective value as the LP relaxation and the method is able to close the gap between greedy solution and the proven upper bound. On the right hand side of the figure, one can see that indeed often large numbers of variables are fixed to one and several backtracks are performed throughout the course of the rapid branching heuristic until the final solution was found. In addition, we plotted the development of the integer infeasibilities, i.e., the number of integer variables that still have a fractional value.
Tables 15, 16 and 17 show results for solving the test instances by our code TS-OPT in order to calibrate our method. Furthermore, we set a limit on the number of backtrack for rapid branching of 5. The tables list the number of scheduled trains in the best solution found, the number of requested train, the size of the model in terms of number of rows and columns, the upper bound produced by the bundle method, the solution value of rapid branching heuristic, the optimality gap, the total running time in CPU seconds, and the number of (rapid) branching nodes. The computations in Table 15 have been performed with an aggressive choice of the rapid branching integrality tolerance of $\epsilon = 0.4$; Table 17 shows the results for a cautious choice of $\epsilon = 0.1$ and Table 17 for the default choice of $\epsilon = 0.25$. It can be seen that the aggressive choice tends to be faster, because more variables are fixed at once to explore fewer rapid branching nodes, but the solution quality is lower. However, there are a few exceptions, e.g., instance REQ_07 explores less nodes and terminates with a better solution. Choosing a very moderate setting leads to larger computation times and more evaluation of rapid branching nodes with the advantage that the solution quality is in general higher. In addition, one can see that the rapid branching heuristic sometimes fails to produce solutions, e.g., for instance REQ_11 with aggressive or moderate settings. However, with choosing $\epsilon = 0.25$, high quality solutions for large-scale track allocation problems involving hundreds of train requests can be computed.

The benefit of the our algorithmic approach can be seen for very large scale instances. In Table 18 we list the results for instances with more than 500 requests through the network HAKAPU_SIMPLE. In addition, these instances have much more coupling rows than the instances of
the TTPlib. The associated graphs and static models are too big and cannot be solved on machines with 16GB main memory. Using default settings of rapid branching in TS-OPT and a limit maximum backtracks of 100 leads to the shown results. This demonstrates that rapid branching is a powerful heuristic to solve large scale track allocation problems and is able to produce high quality solution with a small optimality gap.
2.4 Conclusion

We showed that the bundle method and the rapid branching heuristic is a competitive approach to tackle large scale (PCP) formulations that are originating from railway track allocation problems. Furthermore, this illustrates that this solution approach has potential to be further generalized for solving large scale mixed integer programs. In particular, if the model formulation allows for a strong Lagrangean relaxation the bundle method has a lot of advantages in comparison to standard LP solvers, e.g., running time and total memory consumption. Moreover, our novel approach produced much faster high quality primal solutions and global upper bounds for several unsolved large scale track allocation instances of the TTPlib.

3 Auction Results

We consider in this section the results of a theoretical design of an auction-based allocation mechanism for railway slots in order to establish a fair and non-discriminatory access to a railway network. In this setting, railway undertakings (RU) compete for the use of a shared railway infrastructure by placing bids for trains that they intend to run. The main motivation and argumentation of that idea can be found in Borndörfer et al. (2006) [34]. The trains consume infrastructure capacity, such as track segments between and inside stations, over certain time intervals, and they can exclude each other due to safety and other operational constraints, even if they would not meet physically as we already define in detail in Chapter II. The auctioneer, i.e., an infrastructure manager, chooses from the bids a feasible subset, namely, a timetable, that maximizes the auction proceeds. Such a mechanism is desirable from an economic point of view because it can be argued that it leads to the most efficient use of a limited resource. However, it is clear that this vision can only become reality if the railway industry accepts sophisticated and modern technologies to support their planning and operational challenges. Figure 9 shows a general auction mechanism that has to be stated more precisely, e.g., definition of rounds, activity rules, definition and rules on bids and many more. Starting point is always the submission of initial bids by the participants. In the next step the winner determination problem is solved until the prede-
fine conditions on termination are fulfilled, e.g., the maximal number of rounds is reached or there was no activity of the participants.

In the final stage the winner, i.e., the allocation of goods to bidders, and the corresponding prices are determined and published. A central question in mechanism design is whether there exists mechanisms ensuring efficient allocation, i.e., auctions that ensure that resources wind up in the hands of those who value them most. In other words an auction game is efficient, if in equilibrium the winner are the buyers with the highest valuation. The precise concept of equilibrium with respect to well-defined terminology of bids and valuations can be found in Milgrom (2004) [162].

In other industries well defined and implementable auction variants are an established mechanism to allocate scarce goods, e.g., energy market, telecommunication frequencies, airport slots, and ticketing of major events. However, the technical complexity and size of the railway resources act as a barrier to establish an auction based capacity allocation procedure. The winner determination problem of a railway auction is then to solve the track allocation problem discussed in Chapter III. Obviously, this procedure has to be defined and controlled by an independent agency, i.e., the Federal Network Agency in case of Germany.

In the following sections, we will define and discuss different auction designs. Some more from theoretical others from a computational and practically implementable point of view.
3.1 The Vickrey Track Auction

Vickrey (1961) [209] argued in his seminal paper for the importance of incentive compatibility in auction design, and he showed that a second price auction has this property, as well as efficiency. In a second price auction the bidder who submitted the highest bid is awarded the object being sold and pays a price equal to the second highest amount bid.

William Vickrey was awarded the Nobel Memorial Prize in Economics together with James Mirrlees for their research on the economic theory of incentives under asymmetric information. He, and independently Clarke (1971) [68] and Groves (1973) [106], also proposed a sealed-bid auction that generalizes the simple Vickrey auction for a single item to the multi-item case, the so-called Vickrey-Clarke-Groves (VCG) mechanism, which is also incentive compatible. Incentive compatibility is a concept originally proposed by Hurwicz (1972) [118] to describe any set of rules or procedures for which individuals find it in their own best interest to behave non-strategically in particular, truthfully. This is important in a variety of contexts, such as creating the mechanism for electing representatives or for deciding who receives benefits within a welfare state. Moreover the field of mechanism design is a rather new and fruitful mathematical research area.

This classical result pertains to a combinatorial auction, in which bids are placed for bundles of items, and two bundles can be allocated if and only if they do not contain the same item. This is, however, not sufficient for a railway track auction, in which more general constraints on the compatibility of slots arise, e.g., from minimum headway constraints. Whatever these constraints may be, a second price auction can of course also be conducted in such a setting. However, it is a priori not clear if such an auction is incentive compatible.

In Borndörfer, Mura & Schlechte (2009) [40] we formally defined such a Vickrey Track Auction (VTA) and showed that this is indeed the case by straight-forward modification of the original proof. The proof of Mura (2006) [164] does not depend on the concrete structure of the TTP, i.e., it generalizes to combinatorial Vickrey auctions with arbitrary combinatorial winner determination problems. For example, it follows that a VTA with additional constraints on the number of slots that can be allocated to a bidder is also incentive compatible, because this rule can be dealt with by adding constraints to the specific winner determination problem.
Even if the VTA is only a one-shot auction, i.e., only one round is performed, the definition of the prices causes the solution of several winner determination problem, i.e., all winner determination problems with each of the winners excluded. Erdogan (2009) [83] focuses on the computational tractability of this algorithmic mechanism design by extending a branch and bound approach to a branch and remember algorithm that exploit several information of the original winner determination problem, i.e., usage of still valid cuts and solutions as warmstart information for the MIP solving. For artificial auction scenarios based on the instances of the TTPlib he reported an acceleration ratio of two for the Vickrey payment computations, i.e., as well as for the measured geometric mean of the total number of branch and bound nodes and simplex iterations needed.

Indeed this shows that the VTA has theoretically all desired properties and even the computation of the payments may be reasonably practicable with great efforts. Nevertheless it is really challenging to establish such an auction design in reality due to the complex and hardly transparent price determination process in particular for combinatorial auctions with a lot of participants. Furthermore, it is known, that the “generalized” Vickrey auction suffers from several severe practical drawbacks, see Ausubel & Milgrom (2005) [14].

- It does not allow for price discovery, that is, discovery of the market price if the buyers are unsure of their own valuations.
- It is vulnerable to collusion by losing bidders.
- It is vulnerable to shill bidding with respect to the buyers.
- It does not necessarily maximize seller revenues; seller revenues may even be zero in VCG auctions.
- The seller’s revenues are non-monotonic with regard to the sets of bidders and offers.

In these auctions, several criteria besides incentive compatibility merit the attention of a practical mechanism designer. Revenues are an obvious one. Auctions are commonly run by an expert auctioneer on behalf of the actual seller and any failure to select a core allocation with respect to reported values implies that there is a group of bidders who have offered to pay more in total than the winning bidders, yet whose offer has been rejected. Imagine trying to explain such an outcome to the actual seller or, in a government sponsored auction, to a skeptical public. Monotonicity of revenues with respect to participation is another important property of auction mechanisms, because its failure
could allow a seller to increase sales revenues by disqualifying bidders after the bids are received. Another important desideratum is that a bidder should not profit by entering and playing as multiple bidders, rather than as a single one.

3.2 A Linear Proxy Auction

Designing an auction for the usage of railway infrastructure resources is nothing novel. Brewer & Plott (1996) [45] suggest a model where feasibility of a train schedule is based on the binary exclusion property, which says that a schedule of trains is feasible if any two trains are conflict-free. Parkes & Ungar (2001) [175] present an auction-based track allocation mechanism for the case that single-track, double-track, and yard segments have to be concatenated to form a single line. They suggest a hybrid mechanism that combines elements of the simultaneous and the combinatorial auction formats. However, these approaches are mainly driven by economic questions and assume almost trivial railway track allocation models and artificial data sets.

In that section we will present results of a more practically implementable iterative auction design with linear prices, i.e., the Linearized Proxy Auction (LPA). We will briefly discuss the main focus of that work. The precise auction design can be found in Schlechte & Tanner (2010) [189]. It generalizes the Ausubel Milgrom Proxy Auction presented by Ausubel & Milgrom (2002) [15]. Indeed no efficiency can be ensured but at least the resulting allocation lies in the core. An individually rational outcome is in the core of an auction game if and only if there is no group of bidders who would strictly prefer an alternative deal that is also strictly better for seller. Consequently, an auction mechanism that delivers core allocations has the advantage that there is no individual or group that would want either to renege after the auction is run in favor of some allocation that is feasible for it and the any non-core agreement made before the auction risks being unwound afterwards.

Our generalized variant (LPA) leads to the possibility of prices lying above the bidder-optimal core frontier, in contrast to the general Ausubel Milgrom Proxy auction. Some examples are discussed in Schlechte & Tanner (2010) [189]. However, main advantage of the design is the use of dual prices, i.e., the dual solution of the LP relaxation of model (ACP), to enforce activity in the iterative auction
to decrease the number of auction rounds without loosing too much efficiency.

Table 19 lists the results of an auction simulation for real world demand data of the railway network HAKAFU_SIMPLE. The statistic basis of that data and the explicit auction rules, e.g., minimum increment, starting time of a bid, etc. can also be found in Schlechte & Tanner (2010) [189]. Furthermore, we scaled the profit values of the bidders with a constant scaling factor $\alpha$ to analyse the sensitivity of our auctioning approach.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>trivial profit</th>
<th>dual profit</th>
<th>efficiency</th>
<th>trivial rounds</th>
<th>dual rounds</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>2983</td>
<td>2932</td>
<td>0.983</td>
<td>17.65</td>
<td>13.61</td>
<td>25%</td>
</tr>
<tr>
<td>1.0</td>
<td>3658</td>
<td>3597</td>
<td>0.984</td>
<td>19.43</td>
<td>14.11</td>
<td>27%</td>
</tr>
<tr>
<td>1.5</td>
<td>4941</td>
<td>4843</td>
<td>0.980</td>
<td>20.06</td>
<td>15.4</td>
<td>23%</td>
</tr>
<tr>
<td>2.0</td>
<td>6144</td>
<td>5967</td>
<td>0.971</td>
<td>21.53</td>
<td>17.2</td>
<td>20%</td>
</tr>
<tr>
<td>2.5</td>
<td>7272</td>
<td>7065</td>
<td>0.972</td>
<td>21.77</td>
<td>18.23</td>
<td>16%</td>
</tr>
<tr>
<td>4.0</td>
<td>9720</td>
<td>9374</td>
<td>0.964</td>
<td>22.96</td>
<td>19.84</td>
<td>14%</td>
</tr>
<tr>
<td>6.0</td>
<td>12233</td>
<td>11879</td>
<td>0.971</td>
<td>23.12</td>
<td>19.59</td>
<td>15%</td>
</tr>
</tbody>
</table>

Table 19: Incremental auction with and without dual prices: profit and number of rounds until termination

Table 19 compares two versions of the LPA auction. The first version of the LPA, denoted as trivial, does not know any minimum price rule for newly introduced slots, so bidders start bidding for slots from price zero. The second version of LPA uses the dual-based minimum price rule and is therefore labeled with dual. We compare the results in efficiency and convergence rate. The second and the third column of Table 19 show the outcome for both LPA versions: one can see that the minimum price rule does not essentially affect efficiency in the next column. However, the last columns demonstrate that the number of rounds is significantly lower with the dual minimum price rule. We observe that using dual prices as minimum prices may speedup the auction while the efficiency loss is moderate for our test cases.

### 3.3 Conclusion

We presented and discussed several aspects of different theoretical auctioning procedures for the use of railway infrastructure resources. We
want to point out explicitly that because of the character of the experiments and several assumptions on the auction setting most of our contributions are theoretic ones. Our experience from discussions with several European railway infrastructure managers is that “real” auctioning is a visionary idea that is hardly imaginable and implementable in the near future. However, the iterative resolution of resource conflicts in the coordination phase, see again Figure 8, can obviously be exchanged by more efficient procedures using an automatic track allocation tool embedded in an appropriate auction design. Still a lot of decision makers have to be convinced until the railway industry will agree on such an procedure. An adequate auction design with specified rules for “railway capacity” as for instance in the telecommunication market for frequencies, see Brunner et al. (2007) [47] and Ausubel & Milgrom (2002) [15], has to be defined and supported by the majority of railway actors.

4 The Simplon Corridor

In this section we present the results of the developed models and algorithms of Chapter II and III for a real world application, i.e., the Simplon corridor in Switzerland. The scenarios are extensively described from Section 4.1 to Section 4.3. Finally, Section 4.5, provides a capacity analysis of the Simplon tunnel using our optimization framework for railway track allocation.

4.1 Railway Network

There are only two north-south railway connections through the Alps in Switzerland, namely, the Gotthard corridor and the Lötschberg-Simplon corridor. The Simplon connects Switzerland and Italy and is therefore of strategic importance for the international railway freight traffic. It has a length of approximately 45 km and 12 stations. This may sound like a rather small network at first glance, but the routing possibilities at the terminals Brig and Domodossola, the routing possibilities in the intermediate stations Iselle and Varzo, and a rather unusual slalom routing for certain types of cargo trains lead to very complex planning situations. An OpenTrack network data export for the part from Brig (BR) in Switzerland to Domodossola (DO) in Italy
was provided by the SBB Schweizerische Bundesbahnen. The microscopic network consists of 1154 nodes and 1831 arcs including 223 signals, see Figure 10. Even if this network consists of only 12 stations and has a length of approximately 45 km, it is an important corridor in the European railway network. According to geographical conditions there are only two north-south railway corridors in Switzerland, the Gotthard corridor and the Lötschberg-Simplon corridor. This is in conflict with the fact that Switzerland is an very important country for the traffic transit between central and southern Europe. To that effect there is a huge and increasing demand on slots through this corridor. The Simplon tunnel is in fact a bottleneck in the European railway network.

This data was macrotized in two steps. The first step is resort to standardized train driving dynamics that lead to the definition of a handful of train types; these are used to compute standardized driving and headway times. This allows to amalgamate larger parts of the microscopic infrastructure network to a macroscopic network in the second step. The following subsections describe this process for the Simplon application.
4.2 Train Types

The decision which train types to consider is a crucial point, because a more detailed consideration of driving dynamics allows the construction of tighter schedules. For a capacity analysis, however, a modelling strategy is appropriate that captures the main characteristics, but abstracts from minor special characteristics of individual trains. We use six different types, two for passenger trains and four for freight trains.

The different, but invariable stopping patterns of \textit{regional trains} (R) and \textit{intercity trains} (EC) and their very different driving dynamics (due to the different engines used) result in considerable differences in running and headway times for such trains. They are therefore considered as two train types. We do, however, ignore different train compositions, i.e., in length and in the number of wagons. Hence, R and EC are the two types of \textit{passenger trains} that we consider.

\textit{Freight trains} come in four different types. \textit{GV AUTO} are special train services that transport passengers and their automobiles from Brig (BR) to the next station after the Simplon tunnel, which is Iselle (IS). There these trains cross all other tracks to reach an isolated ramp. Because of these unique routing requirements at Iselle, we consider them as belonging to an individual freight train type on their own.

\textit{GV RoLA} and \textit{GV SIM} are train types that transport freight vehicles (GV RoLA) and containers (GV SIM). They have a larger height and width than standard freight trains, and they can use only one of the tracks in the tunnel between Iselle and Preglia. This results in a so-called “slalom route” that these trains have to take from Brig. In Iselle they have to change to the right track\footnote{In Switzerland trains are usually running on the left side.} until Preglia, i.e., it is possible to change again to the standard side in the intermediate station Varzo to let other trains pass. Furthermore, the running times of these trains types, especially for the direction from Brig to Domodossola, differ significantly, namely, a \textit{GV RoLA} needs about 7 minutes more than a \textit{GV SIM}. They also use different routes in the area of Domodossola. Thus separate train types \textit{GV RoLA} and \textit{GV SIM} are introduced. Finally, \textit{GV MTO} are standard freight trains which use the standard tracks in the Iselle-Preglia tunnel.

SBB was interested in running additional freight trains through the Simplon such that we concentrated on freight traffic. We assume, in
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particular, that the passenger trains are given and cannot be changed. Hence the slots for passenger trains R and EC from Brig to Domodossola and vice versa are fixed. In addition, the GV Auto trains, which are not operated all day, are also fixed. All these trains must, however, be considered with respect to their influence on the remaining traffic, i.e., with respect to their headways and with respect to station capacities. Figure 11 shows the passenger train distribution across the day.

4.3 Network Aggregation

The train types introduced in Section 4.2 can run on 28 different routes through $G = (V, E)$. The routes differ in their stopping pattern and in various ways to pass through Varzo. These routes are the basis of the aggregation of the microscopic network. They partition the network into segments, on which driving and headway times can be computed individually. In other words, if a train route runs on a track segment and no other routes cross, one can compute the parameters that are relevant for a slot allocation on this segment beforehand, and compress the segment.

Clearly, the routes meet at the stations, such that the macroscopic network must necessarily contain a node for each of the twelve stations. Some more macroscopic pseudo nodes are needed to model all train route interactions correctly, i.e., divergences, convergences, and cross-
ings. Applying the \textsc{netcast} Micro-Macro Transformation algorithm described in Chapter II and in Schlechte et al. (2011) [190] produces a macroscopic network $N = (S, J)$ with 55 nodes and 87 tracks. 32 of these nodes are pseudo stations. Most of them are located directly in the front area of stations. The other 23 nodes are possible start, end, or waiting nodes along the corridor.

This automatically constructed network was further aggregated in a second step by applying some reductions that are not yet generically implemented in \textsc{netcast}. We kept only those pseudo stations that handle crossing conflicts, namely, for GV AUTO on the route from Brig to Iselle and those for a detailed modeling of the station Varzo. The reason for this detailed treatment of Varzo is that the routing through this station is crucial for the capacity of the whole corridor. In Varzo the over-width freight trains can pass each other, such that a locking of the entire area between Iselle and Preglia can be avoided for GV SIM and GV RoLa trains from the other direction, when one of them runs through the tunnel. All other potential pseudo nodes were aggregated to the closest station node in a conservative manner, i.e., the headway times for the incident tracks had to be slightly overestimated. In addition, some nodes that represent different platforms at the same station were aggregated. After these modifications the network consists of 18 stations and 40 tracks. For comparison, we also consider a “traditional” macroscopic network that is solely based on station nodes; clearly, a conservative model based on such an aggregation will employ oversized buffers and therefore waste capacity. Let us list the macroscopic networks, that we constructed by \textsc{netcast} on the basis of microscopic \textsc{OpenTrack} data:

\begin{itemize}
\item network with station area aggregation (18 stations and 40 tracks), \textsc{Simplon,Big},
\item network with full station aggregation (12 stations and 28 tracks), \textsc{Simplon,Small}.
\end{itemize}

After some experiments with these networks, the expertise of SBB about the operational conditions in the Simplon corridor led to the introduction an additional technical blocking time for combinations of GV RoLa trains with any other trains in the front area of Domodossola. The headway times of cargo trains were set to a fixed value of some minutes instead of the simulation values in order to guarantee certain departure and arrival distances in the marshaling yard of Brig. We further improved the macroscopic model by adding buffer times for
standard headways and headways for the opposite direction. In this way, two more macroscopic networks were generated with **NETCAST**:

- with station area aggregation (18 stations and 40 tracks) and technical times, `SIMPSON_TECH`.
- with station area aggregation (18 stations and 40 tracks) and technical and buffer times `SIMPSON_BUF`.

### 4.4 Demand

In order to evaluate and analyze the Micro-Macro Transformation introduced in Chapter II and the optimization models discussed in Chapter III we considered various train request scenarios. The capacity of the Simplon corridor is estimated by saturating it with freight trains, that are selected from fictional request sets. To this purpose, we have constructed 16 train request sets listed in Table 20. The first eight request sets cover a four hour time horizon (prefix “4h” in the request set name) either from 8am to 12am (suffix “d” for day) or from 0am to 4am (suffix “n” for night). The other request sets are used to calculate a timetable for an entire day (24h).\(^3\)

Three of the 4h request sets are called “testplan” (tp), which means that they are used to evaluate the correctness of the Micro-Macro Transformation on the basis of a microscopically feasible timetable that has been generated manually by the authors. The same applies to the three “testplan” request sets that cover the whole day. Some of the test

\(^3\)The “n” in the second 24h request is a reminder that freight trains drive more frequently at night.
Table 21: Running and headway times for EC with respect to $\Delta$

<table>
<thead>
<tr>
<th>$\Delta$ (sec.)</th>
<th>Brig-Domodossola</th>
<th>Domodossola-Brig</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>running</td>
<td>headway</td>
</tr>
<tr>
<td>1</td>
<td>1778</td>
<td>272</td>
</tr>
<tr>
<td>6</td>
<td>297</td>
<td>46</td>
</tr>
<tr>
<td>12</td>
<td>158</td>
<td>23</td>
</tr>
<tr>
<td>30</td>
<td>60</td>
<td>10</td>
</tr>
<tr>
<td>60</td>
<td>30</td>
<td>5</td>
</tr>
<tr>
<td>300</td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

request sets, e.g., 24h-tp-as, have the disadvantage that the requests are not symmetrically distributed with respect to both directions. We therefore distinguish between asymmetric (as) and symmetric (s) request sets, which do not have this drawback.

We also remark that almost all “tp” request sets do not match the train type distribution that is desired by SBB. Namely, traffic demand in practice takes the form that every second request is a GV SIM, while the others are GV RoLA and GV MTO in equal parts. To approximate this characteristic, we generated some more requests using a uniform distribution according to the desired train demand pattern. The resulting request sets are named with the infix “fx”, where $x$ denotes the period time of the freight trains. We remark that we are aware of the fact that in practice traffic demand is not uniformly distributed, however, for want of better data and for the purpose of demonstrating the principal viability of our model in an analysis of a theoretical capacity of the corridor, we deem this data good enough.

**Observation 4.1.** We will briefly discuss the impact of discretization on the real world data of the Simplon. The best usage from a simple capacity point of view without considering realistic traffic assumptions is trivially to use only the fastest train as much as possible. For the given Simplon corridor this is an EC train with times for both directions listed in Table 21. We denote by $d$ the rounded running time with respect to $\Delta$ and by $h$ the technical minimal rounded headway time, respectively.

Even this trivial consideration of the corridor as a network of only two stations and two tracks documents the sensitivity of the macroscopic model with respect to the chosen discretization $\Delta$. Assuming a coarse unit of 5 minutes, it is only possible to run 12 (=$\frac{3600}{300}$) trains in each direction per hour. Only when $\Delta$ is smaller than 12 or 6 seconds, a
maximum capacity of 13 or 14 \( (\frac{3600}{42.6}) \) trains per direction and per hour is theoretically available.

### 4.5 Capacity Analysis based on Optimization

We provide in this section a capacity analysis of the Simplon corridor using our micro-macro aggregation approach. The goal of this study is to saturate the residual capacity of the corridor by running a maximum number of fictitious freight trains (GV MTO, GV SIM, GV RoLa) between the passenger trains (remember the passenger trains are given as fixed).

We remark that there are a lot of side-constraints for such additional trains that we do not consider. Requirements such as desired arrival or departure time windows at certain stations, dwell time requirements, the balance of train traffic in opposite directions, and other constraints are ignored, partly because of lack of data, partly because there is no point for such constraints in an analysis of a theoretical capacity maximum. These considerations are also the reason for using the following simple objective function:

- a basis value for each scheduled train depending on type and direction,
- a penalty for deviations from optimal arrival and departure times,
- and very small penalties for travel time increases or avoidable stops.

We constructed the macroscopic scenarios associated with all request sets and with all four macroscopic networks, namely SIMPLON_SMALL, SIMPLON_BIG, SIMPLON_TECH, and SIMPLON_BUF. Furthermore, we varied the time discretization of the model using step sizes of 6, 10, 30, and 60 seconds. The resulting macroscopic track allocation problems were solved using the integer programming based track allocation optimizer TS-OPT presented in Chapter III, the solutions were disaggregated using netcast and verified by OpenTrack. For each run of TS-OPT, a time limit of one day (86400 seconds) was used.

Table 22 lists exemplary solution statistics for all request scenarios and network SIMPLON_BIG using a discretization of 10s. The tables gives:

- number of trains (#trains),
- number of columns of the integer program (#cols),
A first important result is that TS-OPT is indeed able to compute a feasible, i.e., conflict free, slot allocation for all instances within one day. Figure 12 shows an example of a resulting train diagram with a valid block occupation for request set 24h-tp-as, network SIMPLON_BUF, and a discretization of 30s. The tractability of these instances is to do the network aggregation algorithm of NETCAST presented in Chapter II, which produces reasonably sized macroscopic networks that give rise to reasonably sized track allocation problems. There is no instance where TS-OPT needs more than 600 MB of main memory, and TS-OPT can therefore compute feasible solutions for almost all problems. This give evidence that our micro-macro aggregation approach and our extended formulation works very well.

Not every instance could be solved to proven optimality for each network and time setting. But the 4h-requests never took more than three and a half hours to be solved to optimality, and even for the really complex uniformly distributed daily scenarios feasible solutions with small optimality gaps could be computed. Moreover, the instance with the maximum number of train requests (24h-tp-as with 390 train requests) could be solved to optimality for each network and all time discretizations of 30 seconds and more. Table 22 shows that such an instance produces a timetable with 203 trains, which means that 140 freight

Table 22: IP-Solution analysis of network SIMPLON_BIG with time discretization of 10s and a time limit of 24h

<table>
<thead>
<tr>
<th>instance</th>
<th>#trains</th>
<th>#cols</th>
<th>#rows</th>
<th>v(LP)</th>
<th>ub*</th>
<th>v*</th>
<th>gap</th>
<th>tLP</th>
<th>tIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>4h-tp-as-d</td>
<td>35</td>
<td>70476</td>
<td>30432</td>
<td>149.35</td>
<td>147.27</td>
<td>147.27</td>
<td>–</td>
<td>0.00</td>
<td>18.68</td>
</tr>
<tr>
<td>4h-tp-as-n</td>
<td>27</td>
<td>35859</td>
<td>17136</td>
<td>151.21</td>
<td>146.39</td>
<td>146.39</td>
<td>–</td>
<td>0.01</td>
<td>14.60</td>
</tr>
<tr>
<td>4h-f20-s</td>
<td>30</td>
<td>173929</td>
<td>69531</td>
<td>152.52</td>
<td>145.97</td>
<td>145.97</td>
<td>–</td>
<td>54.23</td>
<td>2397.83</td>
</tr>
<tr>
<td>4h-f15-s</td>
<td>34</td>
<td>110920</td>
<td>46870</td>
<td>151.76</td>
<td>136.90</td>
<td>136.90</td>
<td>–</td>
<td>18.82</td>
<td>1440.97</td>
</tr>
<tr>
<td>4h-f12-s</td>
<td>36</td>
<td>211745</td>
<td>84107</td>
<td>189.57</td>
<td>186.36</td>
<td>186.36</td>
<td>–</td>
<td>107.76</td>
<td>12508.98</td>
</tr>
<tr>
<td>4h-f10-s</td>
<td>37</td>
<td>235430</td>
<td>93501</td>
<td>90.77</td>
<td>70.57</td>
<td>70.57</td>
<td>–</td>
<td>23.88</td>
<td>12124.92</td>
</tr>
<tr>
<td>4h-f7.5-s</td>
<td>37</td>
<td>135746</td>
<td>56968</td>
<td>79.26</td>
<td>72.15</td>
<td>72.15</td>
<td>–</td>
<td>37.97</td>
<td>11856.11</td>
</tr>
<tr>
<td>24h-tp-as</td>
<td>203</td>
<td>462769</td>
<td>196238</td>
<td>1035.94</td>
<td>984.77</td>
<td>984.77</td>
<td>–</td>
<td>102.73</td>
<td>63588.77</td>
</tr>
<tr>
<td>24h-tp-as-n</td>
<td>154</td>
<td>284038</td>
<td>117208</td>
<td>794.62</td>
<td>760.63</td>
<td>760.63</td>
<td>–</td>
<td>40.45</td>
<td>1609.42</td>
</tr>
<tr>
<td>24h-tp-s</td>
<td>174</td>
<td>403017</td>
<td>167548</td>
<td>888.97</td>
<td>843.30</td>
<td>843.30</td>
<td>–</td>
<td>76.02</td>
<td>27991.87</td>
</tr>
<tr>
<td>24h-f24-s</td>
<td>143</td>
<td>444199</td>
<td>178162</td>
<td>722.29</td>
<td>697.12</td>
<td>697.12</td>
<td>–</td>
<td>92.60</td>
<td>4454.76</td>
</tr>
<tr>
<td>24h-f20-s</td>
<td>156</td>
<td>471759</td>
<td>195167</td>
<td>791.31</td>
<td>752.49</td>
<td>752.49</td>
<td>–</td>
<td>93.70</td>
<td>3779.25</td>
</tr>
<tr>
<td>24h-f15-s</td>
<td>174</td>
<td>660642</td>
<td>250673</td>
<td>919.22</td>
<td>885.43</td>
<td>885.43</td>
<td>2.74</td>
<td>235.06</td>
<td>86400.40</td>
</tr>
<tr>
<td>24h-f12-s</td>
<td>179</td>
<td>662236</td>
<td>259676</td>
<td>985.46</td>
<td>958.76</td>
<td>958.76</td>
<td>2.75</td>
<td>213.54</td>
<td>79497.37</td>
</tr>
<tr>
<td>24h-f10-s</td>
<td>193</td>
<td>791285</td>
<td>312943</td>
<td>1090.47</td>
<td>1069.70</td>
<td>1041.08</td>
<td>2.75</td>
<td>426.75</td>
<td>86400.71</td>
</tr>
</tbody>
</table>

▷ number of rows of the integer program (#rows),
▷ optimal value of the linear relaxation (v(LP)),
▷ (best) proven upper bound (ub*),
▷ (best) objective function value of integral solution (v*),
▷ optimality gap in percent,
▷ time needed to solve the linear relaxation (tLP),
▷ and, the total running time of TS-OPT.
train slots out of the requested potential 327 train slots are routed in the optimal schedule. This establishes a theoretical capacity of the Simplon corridor of more than 200 trains per day. Adding technical and buffer times in network SIMPLON_BUF, it is still possible to schedule 170 trains. This number is almost identical to the saturation in the timetable that is currently in operation and can be taken as an indication of both the accuracy of the model as well as the quality of the current timetable. We can also observe that not every request set produces a saturated timetable that runs between 160 and 200 trains per day. This highlights the fact that the demand, i.e., the number of requested trains of different types and the degrees of freedom in routing them have a crucial effect on the capacity of a corridor.

We also analyzed the effects of different time discretizations. Table 23 and 24 give an overview on the sizes of the resulting track allocation problems for two test instances. We distinguish two different discretization parameters, namely, we denote by dep_steps the step size for train departure events and by wait_steps the step size for train dwell activi-
ties, respectively. As expected, problem sizes normally decrease with coarser time discretizations, and the same holds for the running times. Anyway, TS-OPT can solve even instances with more than 500,000 variables.

An exception to the rule – coarser time discretization implies a decrease in problem size – can be observed by comparing the 30s and the 60s instance. This irregularity originates from a different parameter setting with respect to possible departure and waiting times, see Table 23. In the first 30s discretization scenario a train can only depart at times that are multiples of 150 seconds, see definition of dep_steps, and the waiting times must be a multiple of five minutes, see definition of wait_steps.

\[\text{Table 23: Solution data of instance 24h-tp-as with respect to the chosen time discretization for SIMPLON_SMALL}\]

\[\begin{array}{lcccccc}
\text{discretization (sec.)} & 6 & 10 & 30 & 30 & 60 \\
\text{dep_steps (sec.)} & 30 & 50 & 150 & 30 & 60 \\
\text{wait_steps (sec.)} & 60 & 100 & 300 & 60 & 60 \\
\text{#cols} & 504314 & 318303 & 114934 & 370150 & 178974 \\
\text{#rows} & 22096 & 142723 & 53311 & 170525 & 81961 \\
\text{t(lp) (sec.)} & 135.67 & 48.88 & 17.77 & 54.13 & 151.67 \\
\text{t(ip) (sec.)} & 72774.55 & 12409.19 & 110.34 & 81683.02 & 2411.20 \\
\text{size of IP (MB)} & 50 & 30 & 10 & 36 & 18 \\
\text{#trains} & 196 & 187 & 166 & 188 & 180 \\
\end{array}\]

\[\text{Table 24: Solution data of instance 24h-f15-s with respect to the chosen time discretization for SIMPLON_SMALL}\]

\[\begin{array}{lcccccc}
\text{discretization (sec.)} & 6 & 10 & 30 & 30 & 60 \\
\text{dep_steps (sec.)} & 30 & 50 & 150 & 30 & 60 \\
\text{wait_steps (sec.)} & 60 & 100 & 300 & 60 & 60 \\
\text{#cols} & 649494 & 375694 & 115293 & 392146 & 172462 \\
\text{#rows} & 234529 & 146044 & 49458 & 163388 & 74200 \\
\text{t(lp) (sec.)} & 190.36 & 64.59 & 2.83 & 47.44 & 103.50 \\
\text{t(ip) (sec.)} & 2923.76 & 2639.62 & 34.83 & 8265.71 & 1043.48 \\
\text{size of IP (MB)} & 64 & 36 & 10 & 38 & 16 \\
\text{#trains} & 176 & 163 & 143 & 155 & 145 \\
\end{array}\]

4There is no general relation between problem size and solution time as one can see by a comparison of the 6s-discretization runs.
That is a rather rough model with a limited degree of freedom. We therefore changed the parameters for the 60s runs, such that the time steps are narrower and more similar to the 6s case. We also did 30s runs with departure and waiting times similar to the 6s cases, such that the influence of those two parameters could be analyzed. It turns out that there is not only a connection between time discretization and the number of scheduled trains, but there is also an often even stronger connection between departure and waiting time steps and the number of scheduled trains. We therefore also must pay attention to these parameters. We finally remark that the combinatorial complexity and/or the computational tractability of a particular track allocation instance can not be reliably predicted or estimated by looking at simple scenario statistics.

Another important point is the influence of network aggregation on the number of scheduled trains. As shown in Figure 13, a more detailed network model leads to a major increase in the number of scheduled trains. But by introducing specific headway times, we again loose about 8% of the trains and an additional 6% by also considering buffer times.
Up to now we only considered the total number of scheduled trains as a measure for the corridor capacity. But it is also important to keep the structure of the computed timetable in mind. Figure 14 shows the train type distribution of the three freight train types for two requests. This little example is representative for the general observation that the train type distribution associated with uniformly distributed requests is much closer to the desired distribution, see Figure 14, than that of the requests based on a testplan timetable. The latter timetables feature a higher fraction of GV MTO requests than desired; in fact, these trains do not run on a slalom route in the corridor and are therefore easier to schedule. The higher percentage of GV SIM and GV RoLa trains in the uniformly distributed request sets often leads to bigger problems than that resulting from the testplan request sets, see Table 23 and Table 24.

Another observation is that the majority of timetables schedules more trains from Domodossola to Brig than vice versa. This is not surprising as the models due not contain any symmetry constraints. We did, however, try to achieve some balance by manipulating the objective function. Introduce such global constraints could be an interesting aspect of future work.

![Figure 14: Distribution of freight trains for the requests 24h-tp-as and 24h-f15-s by using network SIMPLON_BIG and a rounding to 10 seconds](image-url)
4.6 Conclusion

To the best knowledge of the author and confirmed by several railway practitioners this was the first time that automatically produced track allocations (on a macroscopic scale) fulfill the requirements of the original microscopic model. Furthermore, we strongly believe that our models and algorithmic solution approaches are already able to support the mid-term and long-term planning of track allocations, i.e., the creation of the annual time table. Finally, we want to complete the thesis with an excerpt from the project conclusions of our industry partners from SBB:

"The produced timetables from this project are qualitatively better than all previous results of other projects. For the first time it was possible to simulate an algorithmic generated timetable in the simulation tool OpenTrack without conflicts .... We would expect a benefit (by introducing such a tool) on a strategic middle-term and long-term level. Because we estimate that we could decrease the planning time needed for freight train allocation from 2-3 weeks to only one week. In addition much more scenario variations could be considered and results could be produced much faster." (translation by the author).
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