Kramers theory

The very fact that a reaction is going on means that [transition states ] will never be

in exact temperature equilibrium with state A.
Kramers, Physica VII (1940)

Kramers developed an important rate theory that spans a number of dynamical regimes [1].
At one extreme, Kramers theory describes a quasi-microcanonical dynamics where the rate
is limited by slow energy transfer processes that cannot activate reactants nor quench acti-
vated products. At the other extreme, Kramers theory describes processes like nucleation and
biomolecular conformational transitions where the dynamics resemble overdamped diffusion
over a barrier. An intermediate regime of Kramers theory describes trajectories that cross a crit-
ical dividing surface and continue along the reaction coordinate to the product state with few
barrier recrossings, almost like the dynamics assumed in transition state theory. These qualita-
tive results have been validated in numerous simulations and even in some experiments. In the
high friction limit, the Kramers theory is quantitatively correct. In particular, the high friction
Kramers theory corroborates Pontryagin’s theory of diffusion over barriers [2], classic theo-
ries of nucleation [3], theories of polymer relaxation dynamics [4], and some predictions about
protein folding rates [5].

However, the Kramers theory has also been criticized because it does not accurately predict
transmission coefficients (nor absolute rates) for most chemical reactions [6,7]. The shortcom-
ings of Kramers theory are most severe in the weak-coupling limit, where it ostensibly models
unimolecular dissociation reactions in low pressure gases. In this limit, Kramers invokes a
steady weak friction that is markedly different from the strong but infrequent collisions that
activate real unimolecular decay processes [4,7,8]. Additionally, the inertial Langevin equation
at the heart of Kramers theory cannot accurately describe coupling between a slow solvent and
rapid motion along a reaction coordinate [9,10].

Nevertheless, Kramers theory does qualitatively explain how reaction dynamics and rates de-
pend on coupling between the reaction coordinate and other degrees of freedom. Moreover,
Kramers theory inspired several theories that do accurately model reaction dynamics in con-
densed phases [4,11]. For example, the inertial Langevin equation in the Kramers theory can
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be generalized to obtain the Grote-Hynes theory which more accurately predicts transmission
coefficients for reactions in solution [9]. Kramers theory has also been generalized to multiple
dimensions which extends its domain of validity by explicitly including the dynamics of several
slow variables [12,13].

Kramers theory continues to evolve, but experiments that test its predictions about solvent vis-
cosity and chemical reaction rates in solution remain difficult [7,14,15]. Efforts to modify the
solvent viscosity invariably also make small changes in solvation free energies and therefore in
the free energy barrier. Simulations and particularly rare events methods, where dynamics and
thermodynamics can be separately manipulated, provide one of the best arenas to test theories
of reaction dynamics in the condensed phase. Additionally, there are continuing efforts to forge
a better understanding of the abstract parameters in the Kramers theory and thereby to enable
more easily tested predictions [16-20].

16.1 Intermediate and high friction

The starting point in Kramers theory is the inertial Langevin equation [1,21]. The inertial
Langevin equation and its properties were discussed in Chapter 15, but let us briefly recap
the main points. The inertial Langevin equation is
.. v i
mg=———myq—+ R(t) (16.1.1)
dq

Here g represents a reaction coordinate, m is the reduced mass/inertia for the reaction coordi-
nate, y is the friction, and V (g) is a potential of mean force (PMF)." R(¢) is a random force
that models the effects of bath degrees of freedom on the reaction coordinate. The random force
along coordinate ¢ has zero mean, (R(¢)) =0, and a delta correlated variance as required by
the fluctuation dissipation theorem [21]: (R(#)R(0)) =2mykpT[t].

In principle, the Langevin equation can be constructed from molecular simulations. For ex-
ample, the effective mass associated with a coordinate g can be obtained from equipartition:
m <q2) = kpT. The effective friction can also be computed using clamped simulations as de-
scribed in Chapter 17. The PMF can be computed using umbrella sampling or other methods
for computing free energies. In real systems, these calculations are complicated because the
effective mass m, the friction y, and of course V (q) are functions of the location along g. Let
us postpone computational procedures until the next chapter. Here we follow Kramers in con-
sidering a constant mass m, a constant friction y, and an idealized parabolic barrier model for
the PMF.

1 Systems described by Kramers theory span the condensed phase (where we might obtain —dV /dq by differen-

tiating a free energy profile F(q)) to a nearly isolated degree of freedom (where we might obtain —9V /dq by
differentiating the Born-Oppenheimer potential).
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First, note that the inertial Langevin equation (16.1.1) can be rewritten as a system of first order
equations for the position g and velocity v along the reaction coordinate. The pair of equations
isdq/dt =v and mdv/dt = -0V /dqg —myv + R(¢t). These equations can be converted to a
special Klein-Kramers type Fokker-Planck equation for the probability density p(q, v, t) [21,

22]:
ad ad ad kpT 0 19V 0
_'0: —V—+y— v_|_B__ +———1p (16.1.2)
q m Jv m dq dv

Kramers’ theory models the barrier as a parabolic potential
L 5 2
Vig) = Vi — smwi(q — q3) (16.1.3)

Let us assume for convenience that the value of g; = 0, i.e. that transition states are located
at the origin on the g-axis. We can always shift g by g; to make the origin coincide with
the transition state. Later in our discussion we will make another harmonic approximation to
the PMF in the reactant minimum. Kramers theory assumes nothing about the product state
except that it should irreversibly absorb reactive trajectories. The PMF and the two harmonic
approximations are shown in Figure 16.1.1.

1
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Figure 16.1.1: Harmonic approximations at
the reactant minimum (g4) and barrier top
(g:) along a potential energy profile V(q). The
bottom of the reactant well is the zero of en-
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Using the parabolic model for V (g) near g; in the Klein-Kramers equation gives

p p 4, 00 D ykgT 8p
e v vp
ot aq

TST computes the rate as though the transition states are at equilibrium with the reactants.
Instead, Kramers envisioned a steady-state non-equilibrium flux of trajectories over the barrier
[1]. If the barrier is large compared to kg7, then an ensemble prepared on the reactant side
of the barrier will quickly reach a local equilibrium within the reactant state, perturbed only
slightly by a slow leak over the barrier. If we “rescue” each trajectory that escapes to the product
side of the barrier and “replace” it on the reactant side, the non-equilibrium system will develop
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a steady-state distribution, pss(g, v). Deep within the reactant well, the steady-state distribution
will resemble the equilibrium distribution of reactants. Trajectories are always removed from
the product side, so pss must approach zero deep within the product basin. For all points
between, the non-equilibrium steady-state density must satisfy the equation

0=—v 85? — w%q 3555 + yaa—v(vpss) + vksT 3;,10)55 (16.1.4)
with boundary conditions
pss(q,v) >0 as g— o0 (16.1.5)
and
pss(q,v) = peq(q,v) as gq—> —00 (16.1.6)

We cannot properly normalize p., (¢, v) because exp[—BV (q)] diverges as ¢ — 00. Kramers
fixed this problem with a crossover function £55(q, v), defined as the ratio of steady-state and
equilibrium distributions [1]

Ess(q,v) = pss(q, v)/peq(q,v) (16.1.7)

Substituting the Kramers’ crossover definition into equation (16.1.4) for pgs(g, v) gives an
equation for &£s5(q, v)

0&ss
v
dq

0&ss d€ss  vkpT 3%Ess
2 _
i v tyv v om0

(16.1.8)

with new asymptotic boundary conditions
Ess(q,v) >0 as q— o0
and
&ss(g,v)—>1 as q— —o0

The method of characteristics (or an inspired guess [1]) reveals that the dependence on ¢ and v
can be collapsed to dependence on a single variable u = g —av. To identify the appropriate con-
stant a, use the chain rule to obtain the derivatives d&s5s5/dq = &¢g(u), d&ss/0v = —akgg(u),
and 9%&55/0v? = a’& ¢'s(u). Substitute these into equation (16.1.8) and simplify to obtain

1 —vya ykpT
—aw; (q VU )Sés(u)= B 2edu) (16.1.9)
awi m
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The dependence on g and v will collapse to a dependence on the combined variable u = g—av
if we can choose a such that equation (16.1.9) contains no independent factors of ¢ and v.
Specifically, if we choose a such that the term in parentheses becomes u, we will have elim-
inated all separate factors of ¢ and v, while still having a linear equation. Therefore we must
solve

1—vya

q—v 5—=¢ —av
aw

to find the appropriate value of a. This equation has two solutions

a=-" (1 +./1 +4w§/y2)
2(1)i

For these two choices of a, equation (16.1.9) becomes

2

¥

m / /!
- mufss (u) = 555 (u)

The general solution is

2
ma)i

Ess(u) =co +crerf [ u m

where ¢ and ¢ are integration constants to be determined by the boundary conditions on
Ess(u). As g — 0o, u — oo for any v, and as ¢ — —oo, u — —oo for all v. Therefore, the
boundary conditions have become

Ess(u) >0 as u— o0
and
Ess(u) > 1 as u— —o0

Remembering our convention that w% > 0, we must also require a > 0 for solutions that do not

14
a:z—w% (1/1+4a)§/y2— 1)

i erf(i u) is a real valued function for real u, but it diverges as u — +o0.

diverge.” Therefore,

2
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From properties of the erf function and the boundary conditions, the limit as u — oo gives
Ess(u) — c2 + c1. Therefore, ¢; = —cy. Then as u — —o0, we find that £g55(u) — 2c¢», and
therefore to match the left boundary condition ¢ = 1/2. Finally, we obtain [1]

1rf ma)g 16.1.10
fss(u)—ie C m'u (16.1.10)

where erfc(x) = 1 — erf(x). The solution for the crossover function is shown in Figure 16.1.2.
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Figure 16.1.2: The Kramers crossover function in terms

of the combined variable u«. 0.2}
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Now we can use &gg(u) to reconstruct the (unnormalized) steady-state distribution

1 mv? 1 v 1 9 9 o ma)% ( )
= —éx — _ — —mw - €rIc D —— —dav
PSS =P | T okmT ~ kpT \ ' F 7 2" 2ykgTa !

With some algebra, pgss(q, v), peq(q,v), and §ss(q, v) can each be written in terms of di-
mensionless variables g = m'/za)iq/(kg 7)'/2 and v = ml/zv/(kB T)'/2. This leaves only one
parameter, y /w:, in the steady-state distribution. In Figures 16.1.3 and 16.1.4 we have made
this change of variables and plotted £s5(gq, v) and pss(q, v).

Several features are noteworthy in these plots. pss(g, v) vanishes as we move toward positive
values of g and toward negative values of v. The region where pgs vanishes penetrates into
the reactant state (¢ < 0) because there are no trajectories returning from the product state.
pss(g,v) cannot have support in regions that correspond to trajectories returning from the
product state due to the rescue and replace boundary conditions. Additionally, note that isosur-
faces of pss(g, v) bend upward as they cross the barrier top because trajectories in the non-
equilibrium ensemble tend to accelerate as the barrier is crossed. As friction increases, the ve-
locity at the barrier top becomes increasingly irrelevant. At y /w; = 4.0 the steady-state distri-
bution reveals that much of the forward flux is canceled by recrossing, i.e. by trajectories whose
velocities are damped out in the barrier region before they fall down into the product state.
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Figure 16.1.3: The contour lines show the total energy as a function of dimensionless position
and velocity in the vicinity of the barrier top. The shading shows the Kramers crossover function
£s5(q, v). The energy and crossover function are shown for three different values of the dimension-
less parameter y /w:.
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Figure 16.1.4: The contour lines show the steady-state distribution pgs(g,v) in the vicinity of
the barrier top. The distribution diverges to infinity to the left of the barrier top, and becomes
vanishingly small on the product side. The distribution is shown for three different values of the
dimensionless parameter y /w:. Contours are separated by factors of two in pss. Arrows show the
local flux crossing each point on the dividing surface ¢ = 0.

To obtain the Kramers rate constant we must normalize pss(q, v) and then compute the flux
through a dividing surface [1]. pss(g, v) has negligible support near the barrier top and in
the product region. Essentially all support comes from the reactant state where pss(g, v)

Peq(q, v). Therefore the normalized density is

PPV Dggg(q, v) mwa

fe—ﬁmvz/Z—ﬂmwi(q—CIA)qudv - 2nkpT

pss(q,v) = e B 2=BV @ e (g vy (16.1.11)
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Additionally, the Klein-Kramers equation that gave pss(g, v) is a continuity equation, so an
equivalent rate will be obtained regardless of the dividing surface as long as it separates the
reactant and product states. The calculation is most easily done for the dividing surface g = 0.

o0
sz/ voss(0, v)dv (16.1.12)
—00
where kg is the Kramers rate constant. The flux integral can be simplified by using
vexp[—mvz/(2kBT)] = —(kBT/m)aexp[—mvz/(ZkBT)]/av and then integrating by parts.
The result of the integration is the Kramers rate constant

2
Y I o 1) wy
k=2 >+ = -2 | 2Aexp[-pV.
=it 3 2 P [=PV:]

Recall that classical TST in one dimension gave krsr = (wa/2m)exp(—Vi/kpT). Thus the
Kramers theory rate is kg = kxkrsT Where kg is the Kramers transmission coefficient [1]

(16.1.13)

Figure 16.1.5 shows kg as a function of y/w;. If we studied a bimolecular reaction, then
the reactant partition function would change so as to equally modify pss(x, v) and the TST
rate constant. Therefore the transmission coefficient would still be that given in equation
(16.1.13) [7].

TST (x ~ 1)

0.8
Figure 16.1.5: The transmission coefficient

from Kramers theory for intermediate friction Ky 0.6
and assuming a parabolic barrier. At low fric- o
tion the transmission coefficient of equation ’

(16.1.13) becomes unity and at high friction it 02
becomes inversely proportional to the friction.

-

“ high friction
’*', (K ~ (0¢/Y)
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At high friction, the dynamics along the reaction coordinate begin to resemble diffusion along
the reaction coordinate as shown in Figure 16.1.6 and kg becomes the mean first passage rate:

w
kvrp = 7ikTST (16.1.14)
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The Kramers transmission coefficient does not explicitly depend on temperature, but strong
temperature dependence may enter through the friction. y is related to diffusivity along the
reaction coordinate via the Einstein relation: D = kT /my. Based on theories of diffusion in
liquids and glasses, y should increase approximately in proportion to the viscosity. For solute
precipitate nucleation in solids, y is inversely proportional to the rate of solute diffusion - a
process that typically occurs by vacancy hopping and/or other activated processes. Thus both
viscosity and solid-state diffusivities can lead to a strong, even Arrhenius-like, temperature
dependence within the prefactor of the high friction Kramers rate constant. See Chapter 18 for
more details on these effects.

Figure 16.1.6: When y > w; the dynamics resemble
diffusion over the barrier top, and the Kramers trans-
mission coefficient becomes w;/y.

This section has shown that Kramers theory encompasses regimes from the direct dynamics of
TST to the overdamped dynamics of processes like protein folding and nucleation. As the next
section shows, Kramers theory can also qualitatively describe dynamical effects of slow energy
relaxation at low friction.

16.2 Low friction: the energy diffusion limit

At low friction, the transmission coefficient in equation (16.1.13) approaches unity, suggesting
that the Kramers rate constant should become that of TST. However, the validity of the TST
limit at low friction depends on the nature of the energy landscape. If motion along the reaction
coordinate can continue indefinitely in the forward and backward directions, as in a bimolec-
ular reaction, then the low friction limit of Kramers theory does reduce to TST [7]. Reactive
trajectory studies for some bimolecular reactions in the gas phase confirm that TST is essen-
tially correct [23], but significant crossing is observed for reactions with highly curved paths
[24,25]. Several other scenarios can also cause recrossing, even in the limit of low friction.

Chapter 9 discussed non-TST rate expressions for unimolecular reactions in low pressure gases
where activation (and also deactivation) occurs by strong but infrequent collisions with other
gas molecules. Kramers [1] instead models the effects of a small steady friction that limits the
rate at which trajectories can acquire (and dissipate) activation energy. Trajectories in this weak
friction limit oscillate, or “orbit”, the reactant well many times before they can appreciably
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change their energy level. Although Kramers’ weak steady Langevin friction differs from the
strong, infrequent, and prolonged collisions that occur in real gases, the model of Kramers
qualitatively preserves the expected time scale hierarchy for weak coupling:

ol <y k!

These time scales are the vibrational period in the reactant well, the time for vibrational energy
dissipation (in lieu of rare collisions), and the escape time. Reactive trajectories for such a
system will qualitatively resemble those shown in Figure 16.2.1 Note that the previous section
envisioned V (q) as a PMF or a free energy profile because the intermediate to high friction limit
is most appropriate for processes in condensed phases. In the low friction limit, we envision
V(g) in the Langevin equation as the potential energy profile for a degree of freedom that is
only weakly coupled to the other modes.

Figure 16.2.1: When y < w4 trajectories can orbit the
reactant basin many times before dissipating energy on
the order kpT'. This energy diffusion limited regime also
lowers the transmission coefficient.

For low friction dynamics, the (g, v) coordinates are not ideal. Both ¢ and v will oscillate wildly
each time the system nearly acquires the transition state energy. Energy or action variables are
more convenient because the rapid phase oscillations can be averaged out leaving the slowly
varying energy or action variables [1,22]. Again we begin with an inertial Langevin equation,
but now we multiply all terms by the velocity.

v
mvi)—i—va— = —myv? 4+ vR() (16.2.1)
q

If the total energy is E = mv?/2 4 V (q), then the left hand side of equation (16.2.1) is dE /dt.
Averaging over an oscillation period for a perfectly harmonic reactant well gives

E E +vR(1t)

_ = v

ar ~ 7

The period-averaged random noise term continues to provide random kicks, but with an altered

variance. Beyond this point the derivation is not easy. The Langevin equation is ultimately
converted into a Smoluchowski equation for p(E,t). The derivation requires a relationship
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between the classical action and the energy: dE/dS = w(E) [26]. We skip all of the details
[27], and go straight to the energy diffusion Smoluchowski equation
ap d 0 _1
— =—YS(E)| 1 +kpT— | Q(E 16.2.2
” 8E{V()<+38E)()p} ( )
where Q (FE) is the density of states in the reactant well at energy E. The quantity y S(E) is the
rate of energy diffusion into and out of the reaction coordinate.

We again seek a non-equilibrium steady-state solution to equation (16.2.2). In the energy dif-
fusion limit, trajectories escape to the product state as soon as they acquire the necessary
activation energy. Note the difference between Kramers and RRKM theory here. RRKM theory
explicitly considers all modes of the reactant and their total energy. Upon sudden activation to
a total energy that exceeds the threshold, the RRKM theory predicts a random waiting time
for sufficient energy to become focused into the reaction coordinate. The low friction Kramers
model explicitly considers only one degree of freedom. The waiting time in the Kramers model
is for threshold activation of the one explicitly modeled reaction coordinate, and the reaction
then promptly occurs. The low friction Kramers model therefore invokes the boundary condi-
tion

pss(Vi) =0 (16.2.3)

Trajectories that escape are replaced at the bottom of the reactant well to maintain a steady-state
distribution. A calculation similar to the mean first passage time calculation for the high friction
limit gives the energy dissipation limited (EDL) rate

dE’
yS(E")

V—T Vi
kL, = p fo dE Q(E)exp (—BE) /E expl+BE]

The integral over E’ primarily contributes when E’ reaches values near V;. The integral over
E primarily contributes near the reactant minimum. An approximate evaluation of the integrals
gives

WA
kepr~ By S(Vy)5—expl—pVi] (16.2.4)
Normalizing by the TST rate, the energy diffusion limited transmission coefficient is

KepL ~ By S(V3) (16.2.5)

Equation (16.2.5) says that the transmission coefficient is proportional to the action integral
over the reactant well at the transition state energy S(Vi) ~ V#/wa. Qualitatively, the number
of recrossings is the ratio of the time to dissipate kp T of energy and the vibrational period of the
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stable well. As friction y gets weaker, the time for dissipation grows, the number of recrossings
grows, and the transmission coefficient goes down. Thus for unimolecular reactions, Kramers
theory predicts a transmission coefficient that increases for low friction and then decreases for
high friction. This result, shown in Figure 16.2.2, is the Kramers turnover.

1.0}
0.8f
w 0.6}
0.4}t

02r

In[y/e4]

Figure 16.2.2: For purposes of illustration, suppose that the reactant well is harmonic and that
wa = w;. The solid curves show the Melnikov-Meshkov transmission coefficient («)757) for dif-
ferent values of y/w; and BV 1. The rightmost dotted curve shows the overdamped asymptotic
transmission coefficient (< rp). The dotted curves on the left show Kramers asymptotic low fric-
tion transmission coefficient (kzpr ). Note that the low friction transmission coefficient depends
on the barrier height but the high friction transmission coefficient does not.

Note that Kramers did not actually solve for the escape rate in the turnover friction regime.
Mel’nikov and Meshkov [27,28] and Pollak et al. [29] developed the connection formulas that
bridge the low and high friction regimes. Their routes to the connection formulas differ, but
both consider the distribution of energy losses for trajectories that orbit the reactant basin at the
barrier energy. Their common result is a Gaussian transition probability for the energy E; after
one orbit beginning at energy Ej.

(E— E1 + VSi)2i|

E>|Ep) = (4rkgTy Se)~ V2 —
P(E2|Ev) = (4nkgTy S;)™ /“exp HepTyS;

In accordance with intuition, orbits started at V; tend to dissipate energy because y S; > 0.
Mel’nikov and Meshkov used the energy transition probabilities to derive a transmission coef-
ficient that bridges the high and low friction limits [28]

1 { I /O" In[1—exp (ﬁVS(Vi)(§2+1/4))]}
—lexpi— dg
2 T Jo §2+1/4

(16.2.6)
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Mel’nikov and Meshkov also found that trajectories crossing the transition state have non-
equilibrium velocity distributions. The average kinetic energy along ¢ at the transition state
increases from zero in the low friction limit to the equipartition value (i.e. to equilibrium) in the
high friction limit [27]. The non-equilibrium distribution of kinetic energy at g is also evident
in Figure 16.1.4.

Because of the boundary condition in equation (16.2.3), the average kinetic energy (along the
reaction coordinate) of trajectories as they cross the saddle region must approach zero as y
approaches zero. This finding stands in stark contrast to the perfectly equilibrium distribution
of the velocities for the overdamped regime. Recall that reactive flux calculations use as initial
conditions on the dividing surface an equilibrium velocity distribution, regardless of the fric-
tion and/or coupling strength [30,31]. The energy diffusion limit of Kramers theory pertains to
a rather unrealistic model, but nevertheless this inconsistency with the reactive flux formalism
might seem troubling. The apparent inconsistency can be resolved by considering the separate
contributions [32] of the ¥ (initially positive flux) and « ~ (initially negative flux) to « as fric-
tion approaches zero for escape from a single well like that shown in Figure 16.2.1. Also revisit
section 13.2 which explains that the transmission coefficient can be interpreted as the effects of
recrossing for an ensemble of equilibrium transition states, or equivalently as a correction for
non-equilibrium effects.

16.3 Insights and limitations

As a computational tool, Kramers theory is only occasionally useful — usually in analyses of
simple models for which its assumptions are true by construction. However, Kramers theory
was a conceptual breakthrough because it provides one unified framework for understanding
how dynamics influence reaction rates. The key lessons from Kramers theory include:

A spatial diffusion limit: At high friction the rate decreases as y ~! and approaches Pontrya-

gin’s [2] rate expression for diffusion over a barrier in the high friction limit (see Chapter 18).

An energy diffusion limit: At extremely low friction, escape from a potential well becomes
limited by slow energy influx and dissipation. The transmission coefficient for these processes
increases in proportion to the friction and the action per orbit, y S(E;) [1]. See Hanggi [26] and
Mel’nikov [27] for an analysis of related effects on the kinetics of interconversion between two
potential wells (e.g. in isomerization).

A turnover region: The transmission coefficient reaches a maximum for moderate friction.
Transmission coefficients near the turnover are less than but comparable to unity [26,27].

There are many pitfalls to avoid in using Kramers theory and in interpreting its results. First,
we should not expect an energy diffusion limit for atom exchange reactions or Sy?2 reactions in
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the gas phase. Although such bimolecular reaction trajectories may proceed ballistically with
little friction, the reactants and products can travel indefinitely backward and forward along the
reaction coordinate. Simulation evidence [23-25,33,34] suggests that when barrier recrossing
occurs in these reactions it arises for other reasons, e.g. from pathways that curve sharply near
the saddle point.

There are quantitative problems with the energy diffusion limit even for reactions that do in-
volve bound wells where slow energy transfer can be limiting. Kramers’ weak, steady Langevin
friction model is not accurate for energy transfer by strong and sudden, but infrequent collisions
with other molecules. In fact, Kramers’ energy diffusion limit is valid only when the energy
transfer per orbit is less than kpT [26,27]. Several investigators have developed alternative
theories for the weak coupling limit [4,35,36].

Kramers theory describes a one-dimensional reaction coordinate coupled to a bath. Especially
for intermediate friction, the bath is frequently envisioned to be the solvent. Technically, the
bath must also include intramolecular modes other than the reaction coordinate, and therefore
the friction includes “internal friction” from coupling to these modes [14,16,37]. Especially
for reactions involving large molecules like proteins, intramolecular friction can be more im-
portant than friction from the surrounding solvent. Thus models and predictions where friction
exclusively stems from solvent viscosity should be used with caution.

In the Kramers model, friction is a constant at every point along the reaction coordinate, but
intramolecular contributions to the friction are often coordinate dependent [38—41]. These stud-
ies suggest that dynamics along different modes at a saddle point may be separable, but farther
along the pathway the coupling (friction) may become large and help to quench reactive trajec-
tories.

Kramers theory assumes a delta-correlated friction and random forces, i.e. a bath that responds
infinitely fast. For typical bond-breaking/bond-making reaction in solution, the barrier cross-
ing time is a);1 ~ 100 fs. A bath of internal modes and solvent molecules typically includes
a multitude of slower vibrational frequencies and librational motions that cannot adiabatically
equilibrate to such rapid changes in the reaction coordinate. Therefore the Kramers model, in
which the bath responds the same way regardless of the dynamical history, cannot be correct for
reactions that break/make bonds. Grote-Hynes theory (see Chapter 17) uses a non-Markovian
friction and random forces to provide a more accurate description of chemical reaction dynam-
ics in condensed phases [7].

In the high friction (overdamped) limit, the barrier crossing time becomes much longer than the
bath relaxation time, y /w; 3> 1. As examples, protein folding [19,42-44] electron transfer [45],
and nucleation [46,47] are often modeled as overdamped processes. Each of these processes
involve concerted motions of hundreds or thousands of atoms, and in some cases the barrier
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crossing times can be nanoseconds. With so much time atop the barrier, faster motions (both

solvent and internal non-reaction coordinates) will remain quasi-equilibrated throughout the

barrier crossing event. The entire rate calculation reduces to a mean first passage time involving

only a diffusion along the reaction coordinate and a free energy barrier. This high friction limit

is where quantitative results from Kramers theory are most reliable. However, one must be

wary of reaction coordinate error. Even in the limit of perfectly diffusive dynamics, choosing

an incorrect reaction coordinate renders the one-dimensional description of Kramers theory
inaccurate [17,48]. More will be said about this problem in Chapters 18 and 20.

Exercises

1.

Nondimensionalize the inertial Langevin and Klein-Kramers equations using the rescaled

variables: T = yt, v = v/m/kgT, and q = yg/m/kpT. After nondimensionalization,

what happens to the variance of random noise (MNOYNR(2)) = (7)S[¢] in the inertial Langevin

equation?

Write a code to compute the reactive flux correlation function from inertial Langevin tra-

jectories on the potential BV (q) = BV (1 — 3¢% —24°).

(a) Separately compute the k™ and «~ contributions to « at y = 0.01, 0.1, 1.0, 10.0, and
100.0.

(b) Explain the observed trends in the «* and « ~ contributions to k.

(c) Compare your numerical results to the Kramers turnover expression from Mel nikov
and Mesh’kov.

Begin with an inertial Langevin equation and compute the rate of crossing over a square

topped barrier of size AF and width L. Assume a perfectly absorbing boundary condition

at the right edge of the barrier and equilibrium for states beyond the left edge of the barrier.

Compare your result to the transition state theory rate.

Compute the transmission coefficient for crossing over a sharp cusp shaped barrier. Hint:

this problem is outlined in Kramers’ 1940 paper. Complete the details.

Read Shoup and Szabo, Biophys. J. 40, 33 (1982). Describe in detail the relationship be-

tween the Debye model for diffusion control and the overdamped limit of Kramers theory.

Read Vekilov, Cryst. Growth & Design 7, 27962810 (2007) on crystal growth kinet-

ics. Derive the mass dependences for an Eyring-like (inertial) attachment dynamics and a

Kramers/Debye-like diffusional attachment. Check your predictions against those of Vek-

ilov and the evidence cited therein.
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