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#### Abstract

In general, transformation of the linear Boltzmann integral operator to a differential operator leads to a differential operator of infinite order. For purposes of mathematical tractability this operator is usually truncated at a finite order and thus questions arise as to the validity of the resulting approximation. In this paper we show that the linear Boltzmann equation can be properly approximated only by the first two terms of the Kramers-Moyal expansion; i.e., the Fokker-Planck equation, with the retention of a finite number of higher-order terms leading to a logical inconsistency.


## I. INTRODUCTION

FREQUENTLY, in the study of relaxation phenomena described by the linearized Boltzmann (master) equation, the Boltzmann integral operator is approximated by a differential operator. ${ }^{1-10}$ The differential operator is obtained by terminating the Kramers-Moyal expansion at a finite number of terms, with the lowestorder approximation (the first two terms) being the Fokker-Planck operator. Intuitively, one is tempted to expect that the degree of approximation is directly related to the number of terms retained in the expansion. However, even if the expansion can be made in terms of a small parameter (such as the mass ratio of a light to a heavy particle) difficulties arise when terms of order greater than two are retained. For example, additional boundary conditions must somehow be prescribed for the solution of the resulting partial differential equation. Furthermore, if the solution represents a distribution function, then terms must be retained in such a way as to render a non-negative answer. Although these wellknown difficulties can to some extent be overcome, ${ }^{8}$ the general procedure of passing from an integral operator to a differential operator has eluded mathematical justification. ${ }^{7}$

As a result of investigating generalizations of the Fokker-Planck-Kolmogorov equations to non-Markov processes, ${ }^{11}$ we have obtained a partial solution to the above problem. As is shown in Sec. III, if one assumes

[^0]that terms above a given order are zero in the KramersMoyal expansion, this assumption implies that all terms above second order are zero.
It is to be emphasized that the passage from the linear Boltzmann equation to the Kramers-Moyal expansion is not free from mathematical criticism. One must assume the existence of certain partial derivatives, the convergence properties of certain series, and the interchange of certain limits. For example, if a distribution function (probability density function) contains a Dirac $\delta$ function and is otherwise analytic, we cannot expect the Kramers-Moyal expansion to yield the $\delta$ function even if an infinite number of terms are retained. ${ }^{12}$ In the following, we assume that the linear Boltzmann equation is equivalent to the Kramers-Moyal expansion as given by Moyal. ${ }^{13}$

## II. THE LINEAR BOLTZMANN EQUATION AND THE KRAMERS-MOYAL EXPANSION

For the sake of clarity, we confine our attention to a one-dimensional random process $x(t)$ which can take on a continuous range of values as a function of the continuous time parameter $t$. $x(t)$ might represent, for example, the position, speed, or energy of a gas particle. Let $P(x, t)$ denote the probability density function of the random variable $x(t)$ at time $t$ and let $P\left(x, t \mid x_{0}, t_{0}\right)$ denote the transition probability density function, i.e., the conditional probability density function of $x(t)$ at time $t$ given that $x(t)=x_{0}$ at time $t=t_{0} . P(x, t)$ then satisfies the linearized Boltzmann equation

$$
\begin{align*}
\frac{\partial P(x, t)}{\partial t}=\lim _{\Delta \rightarrow 0} \frac{1}{\Delta} \int_{-\infty}^{\infty}[ & {\left[P\left(x^{\prime}, t\right) P\left(x, t+\Delta \mid x^{\prime}, t\right)\right.} \\
& \left.-P(x, t) P\left(x^{\prime}, t+\Delta \mid x, t\right)\right] d x^{\prime} \tag{1}
\end{align*}
$$

[^1]We now assume that the right-hand side of this equation can be expanded in the Kramers-Moyal expansion; viz.,

$$
\begin{equation*}
\frac{\partial P(x, t)}{\partial t}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!} \frac{\partial^{n}}{\partial x^{n}}\left[A_{n}(x, t) P(x, t)\right], \tag{2}
\end{equation*}
$$

where the derivate moments $A_{n}$ are given by

$$
\begin{equation*}
A_{n}(x, t)=\lim _{\Delta \rightarrow 0} \frac{1}{\Delta} \int_{-\infty}^{\infty}\left(x^{\prime}-x\right)^{n} P\left(x^{\prime}, t+\Delta \mid x, t\right) d x^{\prime} \tag{3}
\end{equation*}
$$

It is common to assume that the limit and integration operations in (1) and (3) can be interchanged and to define a transition probability density per unit time as

$$
\begin{equation*}
B\left(x, x^{\prime}\right)=\lim _{\Delta \rightarrow 0} \frac{P\left(x, t+\Delta \mid x^{\prime}, t\right)}{\Delta} \tag{4}
\end{equation*}
$$

The limit in this definition of $B\left(x, x^{\prime}\right)$ is to be interpreted in the physical, rather than in the mathematical, sense. By this we mean, for example, that if $x(t)$ were some property of a gas particle, that we might require that $\Delta$ always be much larger than a characteristic interaction time between gas particles (see, for example, the discussion by Uhlenbeck ${ }^{14}$ ). However, even for a wellbehaved process such as a continuous Gaussian process, $B\left(x, x^{\prime}\right)$ is poorly behaved mathematically, consisting of Dirac $\delta$ functions and their derivatives. We thus choose to retain the form (1) for the linearized Boltzmann equation and (3) for the derivate moments. In Sec. IV, we discuss the implications of the limit and integration interchanges.
In general, (2) is an infinite-order partial differential equation which, for purposes of mathematical tractability, we desire to truncate at a finite number of terms.

## III. THE TRUNCATION LEMMA

In this section we consider conditions under which (2) reduces to a partial differential equation of finite order. These conditions follow directly from the following:

Lemma: If $A_{n}$, as defined by (3), exists for all $n$, and if $A_{n}=0$ for some even $n$, then $A_{n}=0$ for all $n \geq 3$.

Usually the derivate moments $A_{n}$ will be nonzero for all values of $n$. However, this lemma tells us that if we assume $A_{n}=0$ for some even $n$, that we are in actuality assuming $A_{n}$ to be zero for all $n \geq 3$. Thus we conclude that it is logically inconsistent to retain more than two terms in the Kramers-Moyal expansion unless all of the terms are retained.
The proof of a generalized form of the above lemma is given in Ref. 11 and is reproduced here as a matter of

[^2]completeness. From (3), we have
\[

$$
\begin{align*}
& A_{n}=\lim _{\Delta \rightarrow 0} \frac{1}{\Delta} \int_{-\infty}^{\infty}\left(x^{\prime}-x\right)^{(n-1) / 2}\left(x^{\prime}-x\right)^{(n+1) / 2} \\
& \times P\left(x^{\prime}, t+\Delta \mid x, t\right) d x^{\prime} \tag{5}
\end{align*}
$$
\]

Assuming $n$ odd and $n \geq 3$, and applying the Schwarz inequality to (5), we obtain

$$
\begin{equation*}
A_{n}^{2} \leq A_{n-1} A_{n+1} \quad n \text { odd } n \geq 3 \tag{6}
\end{equation*}
$$

In a similar way, it follows that

$$
\begin{equation*}
A_{n}^{2} \leq A_{n-2} A_{n+2} \quad n \text { even, } n \geq 4 \tag{7}
\end{equation*}
$$

Setting $n=r-1, r+1$ in (6) and $n=r-2, r+2$ in (7), where $r$ is an even integer, we obtain the four equations

$$
\begin{array}{ll}
A_{r-2^{2}} \leq A_{r-4} A_{r}, & r \geq 6 \\
A_{r-1^{2}} \leq A_{r-2} A_{r}, & r \geq 4 \\
A_{r+1^{2}} \leq A_{r} A_{r+2}, & r \geq 2 \\
A_{r+2^{2}} \leq A_{r} A_{r+4}, & r \geq 2 \tag{11}
\end{array}
$$

If $A_{n}<\infty$ for all $n$ and if $A_{r}=0$ for some even $r \geq 6$, then (8)-(11) show that $A_{r-2}, A_{r-1}, A_{r+1}, A_{r+2}$ must be zero. By repeated application of this argument it follows that $A_{n}=0$ for all $n \geq r$. Going in the other direction and taking cognizance of the limits on $r$ in (8)-(11), it follows that $A_{n}=0$ for all $n \geq 3$.

Note that the above lemma does not guarantee that the Fokker-Planck equation will be a good approximation to the linear Boltzmann equation. We should in general expect to obtain different solutions from each equation. The lemma merely leads to the conclusion that the probability density function of a random process cannot be correctly described by a finite number, greater than two, of terms of the Kramers-Moyal expansion.

If the derivate moment inequalities (8)-(11) are ignored, the equation resulting from a finite number, say $n$, of terms of the Kramers-Moyal expansion can, in principle, be solved to yield a function $Q_{n}(x, t)$. This function will in certain cases approach $P(x, t)$ as $n \rightarrow \infty$. However, the approximations $Q_{n}(x, t)$ may possess undesirable properties. Using a rearrangement of terms of the Kramers-Moyal expansion called Siegel's $C D$ expansion, Kohlberg and Siegel ${ }^{15}$ have found, for example, that approximate solutions for $P(x, t)$ are not always non-negative.

Although we have restricted ourselves to the simplest case of a one-dimensional random variable $x(t)$ and a marginal probability density function $P(x, t)$, the above lemma is true under much broader conditions. The

[^3]general one-dimensional case and the multidimensional case are discussed in detail in Ref. 11.

## IV. USE OF A TRANSITION PROBABILITY DENSITY PER UNIT TIME

Let us assume that the limit defining the transition probability per unit time exists in some appropriate sense so that the linearized Boltzmann equation can be written as

$$
\begin{align*}
& \frac{\partial P(x, t)}{\partial t}=\int_{-\infty}^{\infty} P\left(x^{\prime}, t\right) B\left(x, x^{\prime}\right) d x^{\prime} \\
&  \tag{12}\\
&
\end{align*}
$$

and the Kramers-Moyal expansion as

$$
\begin{equation*}
\frac{\partial P(x, t)}{\partial t}=\sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!} \frac{\partial^{n}}{\partial x^{n}}\left[a_{n}(x, t) P(x, t)\right] \tag{13}
\end{equation*}
$$

where the derivate moments $a_{n}$ are given by

$$
\begin{equation*}
a_{n}(x, t)=\int_{-\infty}^{\infty}\left(x^{\prime}-x\right)^{n} B\left(x^{\prime}, x\right) d x^{\prime} \tag{14}
\end{equation*}
$$

Since $B\left(x^{\prime}, x\right)$ is non-negative it follows that if $a_{n}(x, t)$ vanishes for some even $n$, then $B\left(x^{\prime}, x\right)$ must be zero for almost all $x^{\prime}$. Thus for well-behaved $B\left(x^{\prime}, x\right)$, for example, as in the Keilson-Storer ${ }^{3}$ model, the KramersMoyal expansion apparently becomes meaningless if an even derivate moment vanishes. ${ }^{16}$ Thus for well-behaved $B\left(x^{\prime}, x\right)$ we conclude that no even derivate moment can vanish and that approximate solutions obtained from a finite number of terms of the Kramers-Moyal expansion will not necessarily represent probability density functions of random processes.

[^4]If, on the other hand, the transition probability density $B\left(x^{\prime}, x\right)$ is allowed to contain certain singularities, then we are led to the results of Sec. III. For example, if

$$
\begin{equation*}
B\left(x^{\prime}, x\right)=\frac{1}{4} \delta^{\prime \prime}\left(x-x^{\prime}\right), \tag{15}
\end{equation*}
$$

then the Kramers-Moyal expansion becomes

$$
\begin{equation*}
\frac{\partial P(x, t)}{\partial t}=\frac{1}{4} \frac{\partial^{2} P(x, t)}{\partial x^{2}} \tag{16}
\end{equation*}
$$

which for the initial condition $P(x, 0)=\delta(x)$ has the solution

$$
\begin{equation*}
P(x, t)=(\pi t)^{-1 / 2} \exp \left[-x^{2} / t\right] \quad t \geq 0 . \tag{17}
\end{equation*}
$$

## V. DISCUSSION

The derivate moment inequalities presented in Sec. III have led to the conclusion that the linear Boltzmann integral operator cannot properly be approximated by a finite number, greater than two, of terms of the Kramers-Moyal expansion. Although it is possible to construct approximate solutions by ignoring these inequalities, the validity of these approximations has not yet, to the author's knowledge, been established.

In our above treatment we have avoided a number of fundamental questions, such as the continuity of the random processes under consideration, the ability of a continuous random process to approximate a discontinuous random process, the validity of interchanging limiting operations, etc. These questions, as well as the all important problem of establishing error bounds on approximate solutions to the linear Boltzmann equation, remain areas for further investigation.
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