
4 Euler Tours and Hamilton
Cycles

4.1 EULER TOURS

A trail that traverses every edge of G is called an Euler trail of G because
Euler was the first to investigate the existence of such trails in graphs. In the
earliest known paper on graph theory (Euler, 1736), he showed that it was
impossible to cross each of the seven bridges of Konigsberg once and only
once during a walk through the town. A plan of KOlligsberg "and the river
Pregel is shown in figure 4.1 a. As can be seen, proving that such a walk is
impossible amounts to showing that the graph" of figure 4.1 b contains no
Euler trail.

A tour of G is a ~losed walk that traverses each edge of G at least once.
An Euler tour is a tour which traverses each edge exactly once (in other
words, a closed Euler trail). A graph is eulerian if it contains an Euler tour.

l-'heorem 4.1 A nonempty connected· graph is eulerian if and only if it has
no vertices of odd degree.

Proof Let G be eulerian, and let C be an Euler tour ~f G with origin
(and terminus) u. Each time a vertex v ~ccurs as an internal vertex of C, two
of the edges incident with v are accounted for~ Since an Euler tour contains
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Figure 4.1. The bridges of Konigsberg and their graph
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every edge of G, d(v) is even for all v ¢ u. Similarly, since C starts and ends
at U, d (u) is also even. Thus G has no vertices of odd degree.
, Conversely, suppose that G is a noneulerian connected graph with.
at least one edge and no vertices of odd degree. ~hoose ,such a graph G with
as few edges as possible. Since each vertex of G has degree at least t~o, G
contains a closed trail (exercise 1.7.2). Let C be a closed trail of maximum
possible length in G. By assumption, C is not an Euler tour of. G and so
G - E(C) has some componentG' with £ (G'),> O. Since C is itself eulerian,
it has no vertices of odd degree; thus the connected grap.h G' also has no
vertices of odd degree. Since € (G') <. £ (G), it follows from the choice of G
that G' has an Eule·r tour C'. Now, becau-se G is connected, there is a vertex
v in V(C) n V(C'), and we may assume, without loss of generality, that v is
the origin and terminus of bot~ C and C'. But then CC' is a closed trail of Go
with e(CC') > e(C), contradicting the choice of C 0

Corollary 4.1 A connected graph has' an 'Euler trail if and only if it has at
most two vertices of odd-degree.

Proof If G has an Euler trail then, as in the proof of theorem 4.1, each
verte~ other than the origin and terminus of this trail has '. even degree.

Conversely, suppose that G is a nontrivial connected graph with at most
two vertices of odd degree. If G has no 'stich·. vertices then, by theorem 4.1,
G has a closed Eule~ trail. Otherwise, G has exactly two vertices, u and v,
of odd degree. In this case, let G + e denote the graph obtai~ed from G by.
the addition of a new edge e joining uand v. Clearly, each vertex of G + e
has even 'degree and so, by theorem 4.1, G + e has an Euler tour C = .
voelVt ... e'e+lVe+l, where el = e. The trail Vle2V2 • •• ee'+lVt:+l is' an Euler trail
of G 0

Exercises J

4.1.1 .W~ich' of the following figures can 'be drawn without lifting one's pen
. from the paper or covering a line more, than once?

I I

4.1.2 If possible, draw an eulerian graph G with v even and € odd;
otherwise, explain 'why' there is no such graph.

4.1.3 ,Show ,that if G is e·ulerian,: ,t.hen every block of G is eulerian.
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4.1.4 Show that if G has no vertices of odd degree, then there are
edge-disjoint. cycles C 1, C2, ••• , C m such that E(G) =
E(Ct ) U E(C2 ) u ... U E(Cm).

4.1.5 Show that if a connected graph G has 2k > 0 vertices of odd degree,
then there are k edge-disjoint trails 01, 02, .. '. , Ole in G such that
E(G) = E(Ol) U E(Q2) U · · · u E(Ok)·

4.1.6* Let G be nontrivial and eulerian, and let v E V. Show that every trail
of G with origin v can be extended to an Euler tour of G if and only
if G - v is a forest. (0. Ore)

4.2 HAMILTON CYCLES

A path that contains every vertex of G is called a Hamilton path of G;
similarly, a Hamilton. cycle of. G is a cycle that contains every vertex of G.
Such paths and cycles are named after Hamilton (1856), who described, in a
letter to his friend Graves, a mathematical game on the dodecahedron

'(figure 4.2a) in which one person sticks five pins in any five consecutive
vertices and the other is required to complete the path so formed to a

(0) (b)

Figure 4.2: (a) The dodecahedron; (b) the Herschel graph

spanning cycle. A_ graph is hamiltonian if it contains a Hamilton cycle. The
dodecahedron is hamiltonian (see figure 4.2a); the Herschel graph (figure
4.2b) is nonhamiltonian, because it is bipartite and has an odd number of
vertices.

In contrast with the case of eulerian graphs, no nontrivial necessary and
sufficient condition for a graph to be hamiltonian is known; in fact, the
problem of finding such a condition· is one of the main unsolved problems of
graph theory.

We shall first present a simple, but useful, necessary condition.

Theorem4.2 If G is hamiltonian then, for every nonempty proper subst:t S
of V

w(G-S)<ISI (4.1)
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Proof Let C be a Hamilton cycle of G. Then, for every nonempty
proper subset S of V

w(C-S)<ISI

Also, C - S is a spanning subgraph of G - S and so

w(G-S)<w(C-S)

The theorem follows 0

As an illustration of the above theorem, consider the graph of figure 4.3.
This graph has nine vertices; on deleting the three indicated in black, four
components remain. Therefore (4.1) is not satisfied and it follows from
theore~ 4.2 that the graph is nonhamiltonian..

We thus see. that· theorem 4.2 can sometimes be applied to show that a
particular graph is nonhamiltonian. However, this method does not always

Figure 4.3

work; for instance, the Petersen graph (figure 4.4) is nonhamiltonian, but
one cannot deduce this by using theorem 4.2.

We now discuss sufficient conditions for a graph G to be hamiltonian;
since a graph is hamiltonian if and only if its underlying simple graph is
hamiltonian, it suffices to limit our discussion to simple graphs. We start with
a result due to Dirac (1952).

Theorem 4.3 If G isa simple graph with v> 3 and 8 >v/2, then G is
hamiltonian.

Proof By contradiction. Suppose that the theorem is false, and let G be
a maximal nonhamiltonian simple graph with v >- 3 and 5 >- v/2. Since v >- 3,
G cannot be complete. Let u and v be nonadjacent vertices in G. By the
choice of G, G + uv is hamiltonian. Moreover, since G is nonhamiltonian,
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Figure 4.4. The Petersen graph

each Hamilton cycle of G + uv must contai~ the edge uv. Thus there is a
Hamilton path VI V2 ••• Vv in G with origin U = Vt and terminus v = Vv • Set

S = {Vi IUVi+l E E} and T = {Vi IViV E E}

Since Vv ~ S U T we have

Furthermore
Is U TI< v

IS n TI = 0

(4.2)

(4.3)

since if S n T contained some vertex Vi, then G would have the Hamilton
cycle VtV2. • • VjV.,V.,-t ••• Vj+tVl, contrary to assumption (see figure 4.5).

Using (4.2) an9 (4.3) we obtain

-d(u)+ d(v) =ISI+ITI =IS UTI +IS n TI < v (4.4)

But this contradicts the hypothesis that 8:> v/2 0

c-.---o--IIIII(~__ - ---~-~- - - -III()I--IIIO
V3 Vi Vi+ 1 Vl'-1

Figure 4.5

Bondy and Chvatal (1974) observed that the proof of theorem 4.3 can be
modified to yield stronger sufficient conditions than that obtained by Dirac.
The basis of their approach is the following lemma.

Lemma 4.4.1 Let G be a simple graph and let u and v be nonadjacent
vertices in G such that

d(u)+d(v»~ (4.5)
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Then G is hamiltonian if and only if G + uv is hamiltonian.

Proof If G is hamiltonian then, trivially, so too is G + uv. Conversely,
suppose that G +uv is hamiltonian but G is not. Then, as in the proof of
theorem 4.3, we obtain (4.4). But,this contradicts hypothesis (4.5) 0

Lemma 4.4.1 motivates the following definition. The closure of G is the
graph obtained from G by recursively joining pairs of nonadjacent vertices
whose degree sum is at least v until no such pair remains. We denote the
closure of G by c(G).

Lemma 4.4.2 c(G) is well defined.

Proof Let G 1 and G 2 be two graphs obtai';led from G by recursively
joining pairs of -nonadjacent vertices whose degree sum is at least v until no
such pair remains. Denote by el, e2, - .. , em and [1, [2, ... ,tn the sequences
of edges added to G ,in obtaining G 1 and G2 , respectively. We shall show
that each ei is an edge of G 2 and each fj is an edge of G t •

If possible, let ek+l = uv be the first edge in the sequence el, e2, ... , en that
is not an edge of G2. Set H = G + {el' e2, _.. ,ek}. It follows from the
definition of G 1 that

By thee'hoice of ek+l, H is a subgraph of G2 - Therefore

dGlu) + dG2(v) >- v

This is a contradiction, since u and v are nonadjacent in G2 - Therefore each
ei is an edge of O2 and, similarly, each fj is an edge of G t • Hence G t = G~,

and c(G) is well defined 0 .

figure 4.6 illustrates the construction of the closure of a graph G on six
vertices. It so happens that in this example c(G) is complete; note, however,
that this is _by no means always the case.

G-

Figure ~.6. The closure of a graph
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Figure 4.7. A, hamiltonian graph

57

Theorem 4.4 A s~mple graph is hamiltonian if and pnly jf its closure is
·hamiltonian. .

Proof Apply lemma 4.4.1 each time an edge is added in the formation of
the closure 0

Theorem 4.4· has.. a number· of interesting consequences. First, upon
making the trivial observation that all complete grap~s on at least three
vertices are hamiltonian, we obtain the following result.

Corollary 4.4' . Let G be a· simple graph with v >3. If c~(G) is complete,
then G is. hamiltonian. '

Consider, for example, the graph of figure 4.7. One readily checks that its
.closure is complete. Therefore, by corollary 4.4, it ~is hamiltonian. It is
perhaps interesting to note that the graph of figure 4.7,can be obtained from
the graph of figure 4.3 by altering just one end of one edge, and yet we have
results (corollary 4.4 and theorem 4..2) which tell us· that· this one is
hamiltonian whereas the other is not.

Corollary 4.4 can be used to deduce various sufficient conditions for a
graph to be hamiltonian in terms of its vertex: degrees. For. exainple,sitice
c(G) is clearly complete· when 8> v/2, Dirac's condition (theorem 4.3) is an
immed~ate corollary. A more general condition. than that of Dirac was

. obtained by Chvatal (1972).
. .

Theorem 4.5 LetG bea simple graph with· degree ... sequence
(dl, d2, • •• ,dv), where d 1 -< d2 -< ... -< dv and v>3. Suppose that there is no
value of m less than v/2 for which dm-<m an~ d,,-m < v - m. Then G is
hamiltonian.
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Proof Let G satisfy the hypothesis of the theorem. We shall show that its
closure c (G) is complete, and the conclusion will then follow from corollary
4.4. We denote the degree of a vertex v in c(G) by d'(v).

Assume that c(G) is not complete, and let u and v be two nonadjacent
vertices in c(G) with

d '(u) <: d'(v ) (4.6)

and d'(u) + d'(v) as large as possible; since no two ndnadjacent vertices in
c(G) can have degree sum v or more, we have

d'(u)+d'(v)<v (4.7)

Now denote by S the set of vertices in V\{v} which are nonadjacent to v
in c(G), and by T the set of vertices in V\{u} which are nonadjacent to u in
c(G). Clearly

ISI=v-l-d'(v) and ITI=v-l-d'(u) (4.8)

Furthermore., by the choice of u and v, eac·h vertex in S has degree at most
d'(u) and each vertex in TU{u} has degree at most d'(~). Setting"d'(u)= m
and using (4.7) and (4.8), we find that·c(G) has at least m vertices.,of degree
at most·, m and at least v - m vertices of degree less than v - m. Because G
is a spanning subgraph of c(G), the same is true of G; therefore d m < m and
dv-m< v- m. But this is contrary to hypothesis since, by (4.6) and (4.7), .
m < v/2. We conclude that c(G) is indeed complete and hence, by corollary
4.4, that G is hamiltonian 0 .

One can often deduce that a given graph is hamiltonian simply by
computing its degree sequence and applying theorem 4.5. This method
\yorks with the graph of figure 4.7 but not with the graph G of figure
4.6, even though the closure of the latter. graph .is complete. From these
examples,· we see that theorem 4.5 is stronger than theorem 4.3 but not as
strong as corollary 4.4..

A sequence of real numbers (pI, P2, ... ,.pn) is said to be majorised b)
another such sequence (q., q2, ... ,qn) if Pi <: qi for 1 <: i <: n. A graph G i~

degree-majorised by a graph H if v(G) = v(H) and the nondecreasin~

degree sequence of G is majorised by that of H. For instance, the 5-cycle h
degree-majorised by K 2•3 because (2, 2, 2, 2, 2) is majorised by (2, 2, 2, 3:
3). The family of degree-maximal nonhamiltonian graphs (those that are
degree-majorised by no others) admits of a simple description. We firsl
introduce the notion of the join of two graphs. The join G v H of disjoin1
graphs G and H is the graph obtained from G + H by joining each vertex oj
Gtoeachvertexof H; it is.represented diagrammatically as in figure 4.8.

Now, for 1 <: m < n/2, let Cm.n denote the graph Kmv (K~+Kn-2m), de·
picted in figure 4.9a; two specific examples, C1•S and C 2•S , are shown ir
figures 4.9band 4.9c.
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Figure 4..8. The join of G and H

That Cm,n is nonhamiltonian follows immediately from theorem 4.2; for if
S denotes the set of m vertices of degree n - 1 in Cm,n, we have
W(Cm,n- S) = m + 1>ISI.

Theorem 4.6 (Chvatal, 1972) If G is a nonhamiltonian simple graph with
v 2: 3, then G is degree-majorised by some Cm,v e

Proof Let G be a nonhamiltonian simple graph with degree sequence.
(dh d2 , • • • ,d.,), where d1 -< d2 :s ... -< dv and v >3. Then, by theorem 4.5,
there exists .m < v/2 such that dm <: m and dll - m < V - m. Therefore
(d t , dz, ••• ,dv) is majorised by the sequence

(m, . e • , m, v - m - 1, ... , J) - m - 1, J) - 1, ... , v - 1)

with m terms ·equal to m, v-2m terms equal to v-m-l and m· terms
equal to v -1, and this latter sequence is the ~egree sequence of Cm... 0

(0)
(c)
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From theorem 4.6 ·we can deduce a result due to Ore (,1961) and Bondy
(1972).

Corollary 4.6 If G is a simple graph with v>3' and E > (v 2 1) + 1, then G

is hamiltonian. Moreover, the only nonhamiltonian simple graphs with v

vertices and (v 2 1) + 1 edges are C t ,.. and, for v= 5, C2,s.

Proof Let G be a nonhamiltonian simple graph with v ~ 3. By theorem
4.6, G is degree~majorised by Cm,., for some positive integer m < v/2.
Therefore, by theorem 1.1,

E ( G) <: e (Cm,,,)

=.!(m 2 + (v - 2m)(v - m -1) + m(v-1)

=(v 2 1)+1-i(m-l)(m-2)-(m-l)(v-2m-l)

(4.9)

(4.10)

Furthermore, equality can only hold in (4.9) if G has the same "degree
sequenc~ as Cm,,,; and equality can only hold in (4.10) if either 'm = 2 and

(V-I)v =5, or m = 1. Hence' £(G) can equal 2, + 1 only if G has the same

degree sequence as C I ,.. or C2•S , which is easily seen to imply that G == Ct,v or
G :::: "C2,s 0

Exercises
4.2.1 Show that if either

(a) G is not 2-connected, or ,
(b) G is bipartite with bipartition (X, Y) where IXI ¢ lVI,
then" G is nonhamiltonian.

4.2.2 A mouse eats "his way through a 3 x 3 x 3 cube" of cheese by
tunnelling through all ,of the" 27 1 x 1 x lsubcubes. If he starts at
one corner and always moves on to an uneaten subcube, can he
finish at the centre of the cube?

4.2..3 Show that if G has a Hamilton path then, for every proper subset S
of V, w(G-S)<ISI+l.

4.2.4* Let G be a nontrivial simple graph with degree sequence
(d 1, d2 , • • • ,d,,), where d1 <: d 2 <: ••• <: d.,. "Show that, if there is no
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value of m less than (v + 1)/2 for which dm < m and dl1 - m+ 1 < V - m,
then G has a Hamilton path. (V. Chvatal)

4.2.5 (a) Let G be a simple graph with degree sequence (dl, d2 , ••• , d,,)
and let GC have degree sequence (d~, d~, ... , d~) where d1 <: d2 <:

, .. .<d., and d~<di<... <d:. Show that if dm~d:n for· all
m <: v/2, then G has a Hamilton .path.

(b) Deduce that if G is self-complementary, then G has a Hamil-
ton path., . (C. R. J. Clapham)

4.2.6* Let G be a simple bipartite graph with bipartition (X, Y), where
IXI = IYI > 2, and let G have degree sequence (d 1, d2 , ••• , dv),
where d 1 < d2 <: ••• <: dv • Show that if there is no value of m less
than ·or equ'al to v/4 for which dm <: m and d.,/2 <: v/2 - m, then G is
hamiltonian. - (V. Chvatal)

4.2.7 Prove corollary 4.6 directly from corollary 4.4.

4.2.8 Show that if G is simple with v~68 and e >(v 2 8) +82
, then

G is hamiltonian. . (P. Erdos)
4.2.9* Show that if G is a connected graph with v > 28, then G has a path

of length at least 28. (G. A.Dirac)
(Dirac, 1952 has also shown that if G is a 2-connected simple graph
with v >28, then G has a cycle of length at least 28.)

4.2.10 Using. the remark to exercise 4.2.9, show that .every 2k-regular
simple graph on 4k + 1 vertices is hamiltonian (k .~ 1).

(C. St. J. A. Nash-Williams)
4.2.11 G is Hamilton-connected if every two vertices of 0 are connected

by a Ha.miltqn path.

(a) Show that if G is Hamilton-connected and v ~4, then. e >-

[~(3v·+ 1)]. . .
(b)* For v >4, construct a Hamilton-connected graph G with

e . [!(3v + 1)]. . (J. W. Moon)
4.2.12 G is hypohamilt.onian if G is not hamiltonian .but G - v ·is :hamilto

nian for every v E V.Show that the Petersen graph (figure 4.4) is
hypo.hamiltonian.
(Herz, Dubyand Vigue, 1967 have shown that· it is, in fact, the
smallest· su.ch graph.)

4.2.13* .G is hypotraceable if G. has no Hamilton path but G:- v has a
Hamilton path for every v E V. Show that the Thomassen graph (p.
240) i~ hypotraceable..

4.2.14 (a) Show that there is no Hamilton cycle in the graph 0 1 below
which contains exactly- one of the edges et and e2.

(b) Using (a), show that every Hamilton cycle in 02includes the
edge ,e. .

(c) Deduce that the Horton graph (p. 240) isnonhamiltonian.
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4.2.15 Describe a good algorithm for

(a) constructing the closure of a graph;
(b) finding a Hamilton cycle if the closure is complete.

APPLICATIONS

4.3 THE CHINESE POSTMAN PROBLEM

In his job, a postman picks up mail at the post office, delivers it, and then
returns to the post office. He must, of course, cover-each street in his area at
least once. Subject to this condition, he wishes to choose his route in such a
way that he walks as little as possible. This problem is known as the Chinese
postman problem, since it was first considered by a Chinese mathematician,
Kuan (1962).

In a weighted graph, we define the weight of a tour·VOetVt ... envo to be
n

L w(ei). Clearly, the Chinese postman problem is just that of finding a
i== 1

minimum-weight tour in a weighted connected graph with non-negative
.weights. We shall refer to such.a tour as an optimal tour.

If G is eulerian, then any Euler tour· of G is an optimal tour because an
Eule~ tour is a tour that traverses each edge exactly once. The Chinese
postman problem is easily solved in this case, since there exists a good
algorithm for determining an Euler tour in an euleri.an graph. The al
gorithm, due to Fleury (see Lucas, 1921), constructs an· Euler tour by
tracing out a trail, subject to the one cqndition that, at any stage, a cut edge
of the untraced subgraph is taken only if there is no alternative.

Fleury's Algorithm

1. Choose ·an arbitrary vertex Vo, and set Wo = Vo.

2. Suppose that the trail Wi = VOerVl ••• eiVi has been chosen.
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Then choose an edge ei+l from E\{el' e2, ... , ei} in such a way that

(i) ei+l is incident with Vi; .

(ii) unless there is no alternative, ei+l is not a cut edge of

G i = G-{el, e2, ... , ei}

3. Stop when step 2 can no longer b.e implemented.

By its definition, Fleury's algorithm constructs a trail in G.

63

The6·rem 4.7 If G is eulerian, then any trail in G constructed by Fleury's
algorith~ is an Euler tour of G.

Proof Let G be eulerian, and let Wn =VOelVl ••• enVn be a. trail in G
constructed by Fleury's algorithm. Clearly, the terminus V n must be of degree
zero in G n • It follows that Vn = Vo; in other words, Wn is a closed trail.

Suppose, now, that Wn is not an Euler tour of G, and let S be the set of
vertices of positive degree in G n • Then S is nonempty and Vn E 5, where
S= V\S. Let m be the largest integer such that VmE Sand V m+l E 5. Since
Wn terminates in 5, em+l is the only edge of [S, 5] in G m, and hence is· a cut
edge of Gm (see figure 4.10).

Lete be any other edge of G m incident with Vm • It follows (step 2) that e
must also b.e a cut edge of G m , and hence of Gm[S]. But since Gm[S] =
Gn[S], every vertex in Gm[S] is of even degree. However, this implies
(exercise 2.2.6a) that Gm[S] 'has no c~t edge, a contradiction 0

The proof that Fleury's algorithm is·a go.od algorithm is left as an exercise
(exercise 4.3.2).

If G is not· eulerian, th~n any tour in G and, in particular, an optimal tour
in G, traverses some edges more than once. For example, in the graph of
figure 4.11a xuywvzwyxuwvxzyx is an optimal tour (exercise 4.3.1). Notice
that the four· edges ux, xy, yw and wv ~re traversed twice by this tour.

It is convenient, at this stage, to introd'uce the operation of duplication of
an edge. An edge. e is said to be duplicated when its ends are joined by a

Figure 4'.10
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new edge of weight w(e). By duplicating the edges ux, xy, yw and wv in the
graph of figure 4.11a, we obtain 'the graph shown in figure 4.11b.

We may now rephrase the Chinese postman problem as follows: given a
weighted graph ,G with non-negative weights,

(i) find, by duplicating edges, an eulerian weighted supergraph G* of G

such that '} w(e) is as small as possible;
eEE(~\E(G)

(ii) find an Euler tour in G*.

That this is equivalent to the Chinese postman problem follows from the
observation that a tour ofG in which edge e is traversedm(e) times'
corresponds to an Euler tour in the graph obtained from G by duplicating e .
m (e ) - 1 times, and vice versa.

We have already presented a good algorithm .for solving (ii), namely
Fleury's algorithm. A good algorithm for solving (i) has been given by
Edmonds and Johnson (1973). Unfortunately, it is too involved to ,be
presented here. However, we shall consider one special case which affords.
an easy solution. This is the case where G has exactly two vertices of odd
degree.

Suppose that G has exactly two vertices u and v of odd degree; let G* be
an eulerian spanning supergraph of G obtained by duplicating edges,. and
write E*for E(G*). Clearly the subgraph G*[E*\E] of G* (induced by the
edges of G * that are not in G) also has only the two vertices u and v of odd
degree. It follows from corollary 1.1 that u and v are in the same compo
nent of G*[E*\E] and hence that they are connected by a (u, v)-path p*.
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Clearly

~ w(e) === w(P*) :> w(P)
eeE \E
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where P is a minimum-weight (u, v)-path in G. Thus ~ w(e) is a minimum
eeE \E

when G* is obtained from G by duplicating each of the edges on a
minimum-weight (u, v)-path. A good algorithm for finding such a path was
given in section 1.8.

Exercises

4.3.1 Show that xuywvzwyxuwvxzyx is an optimal tour in the weighted
graph of figure 4.11a.

4.3.2 Draw a flow diagram summarising Fleury's algorithm, and show that
it is a good algorithm.

4.·4 THE TRAVELLING SALESMAN PROBLEM

A travelling salesman wishes to visit a number of towns and then return ~o

his starting point. Given th·e travelling times between towns, how sho~ld he
plan his itinerary so that he visits each town exactly once and travels in all
for as short a time as possible? This is known as the travelling salesman
problem. In graphical terms, the aim is to find a' minimum-weight Hamilton
cycle in a weighted complete graph..,.. We" shall call such a cycle an optimal
cycle. In contrast with·· the sf}ortestpath problem and th.e connector problem,
no efficient. algorithm for solving the travelling salesman problem is known.
It is therefore· desirable to have a method for obtaining a reasonably good'
(but not necessarily optimal) solution. We.· shall show how some of our
previous theory can be employed to this end.

One possible approach is to first find a Hamilton cycle C,. and then search
for another of smaller weight by suitably modifying C. Perhaps the simplest
such' modification is as follows. . .

Let C = V1V2 • •• V.,Vl. Then, for all i ·and j such that 1 < i + 1 <j< v, we
can obtain a new Hamilton cycle

Cij = VI V2 ••• ViVjVj-1 ••• Vi+l Vj+l Vj+2 ••• VI'VI

by deleting the edges ViVi+1 and VjVj+1 and adding the edges ViVj and Vi+l Vj+h .

as shown in figure 4.12..
If, for some i and j

W(ViVj) + w(Vi+l Vj+l)'< w(ViVi+l) + w(VjVj+l)

the cycle Cij will be an improvement 0·0 C.
After performing a sequence of the above modifications, one is left with a

cycl~ that can be improved 'no more by these methods. This final cycle will
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. Figure 4.12

almost certainly not be optimal, but it is a reasonable assumption that it will
often be fairly good; for greater accuracy, the procedure can be repeated
several tim~s, starting with a different cycle each time.

As an example, consider the weighted graph shown in figure 4.13; it is the
same graph as was used in our illustratioJ'l of Kruskal's algorithm in section
2.5. .

Starting with the cycle L MC NY Pa Pe T L, we can apply a sequence of
three modifications, as illustrated in figure 4.14, arid end up with the cycle
L NY MC T Pe Pa L of weight 192.

An indication of how good our solution is can sometimes be obtained by
applying Kruskal's algorithm. Suppose that C is an optimal cycle in G.
Then, for any vertex v, C - v is.a Hamilton path in G - v, and is therefore. a

L

T~----#---+--"""'--~MC

Pe~----"'-""""--#------..JNY

Po

Figure 4.13.
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spanning tree of G - v. It follows that if T is an optimal tree in G - v, and if
e and I are two edges incident with v such that w(e) +w(f) is as small as
possible, then w(T) +w(e) + w(f) will be a lower bound on w(C). In our
example, taking NY as the vertex v, we find (see figure 4.15) that

w(T) = 122 wee) = 21 and w(l) = 35

L·

T

13

Pe

2

Po

,
\ .

. \
\

35\
\

\ 121
\ I
\1
'b
NY

Figure 4.15



Exercise

4.4.1* Let G be a _weighted complete' graph. in which the weights satisfy the
triangle inequality: w(xy) + w(yz):> w{xz) for all x, y, z e V. Show
that an optimal cycle in G has weight at most2w(T), where T is an
optimal tree in G.

(D..J. Rosencrantz, R. E. Stearns, P. M. Lewis)

REFERENCES

Bellmore, M. and Nemhauser; G. L. (1968). The traveling salesman prob
lent: a survey. Operations Res.-, 16, ,538-58

Bondy, J. A. (1972). Variations on the hamiltonian theme. Canad. Math.
Bull., 15, 57-6·2 .

Bondy, J. A. and Chvatal, V. (1974). A method in graph theory (in press)
Chvatal, V~ (1972)., On HaDlilton's ideals. 1. Combinatorial Theory B, 12,

163-68
Dirac, G. A. (1952).. Some theorems on abstract graphs. Proc. London Math.

Soc., 2, 69-81
Edmonds, J. an.d Johnson, E. L. (1973). -Matching, Euler tours and the

Chinese postman. Math. Prog-ramming, S, 88-124
Euler, L. (1736).. Solutio problematis ad geometriam situs pertinentis.
. Comment. Academiae Sci. I. Petropolitanae, 8, 128-40
Hamilton, W. R. (1856). Letter to John T. Graves on the Icosian, 17 Oct.,

1856, in The Mathematical Papers of: Sir William Rowan Hamilton (eds.
H. Halberstam and R. E. Ingram), vol. 3 (Algebra), Cambridge University
Press, 1931, P.P. 612-25. .

-Held, M. and Karp, R. M. (1970). The traveling-salesman problem and
- minimum spanning, trees. Operations Res., 18, 1138-62

Held, M. and Karp,R. M. (1971). The traveling-salesman problem and
minimum spanning trees: part II, Math. Progra-mming, 1, 6-25

Herz, J. C., D'uby, J. J. and Vigue, F. (1967). Recherche systematique des



Euler Tours and Hamilton Cycles 69 .

graphes hypohamiltoniens, in Theorie des Graphes (ed. P. Rosens
tiehl), Dunod-Gordon and Breach, pp. 153-59

Kuan, M-K. (1962). Graphic programming using odd or even points. Chi
nes~ Math., 1, 273-77

Lin, S. (1965). Computer solutions of the traveling salesman problem, Bell
System Tech. J., 44, 2245-69

Lucas, E. (1921). Recreations Mathematiques N, Paris
Ore, O. (1961). Arc coverings of graphs. Ann. Mat. Pura Appl., 55, 315-21



5 Matchings
5.1 MATCHINGS

A subset M of E is called a matching in G if its elements are links and no
two are adjacent in G; the two ends of an ed·ge in M are said to be matched
under M. A matching M saturates a vertex v, and v is said to be M
saturated, if some edge of M is incident with v; otherwise, v is M
unsaturated. If every vertex of G is M -saturated, the matching M is perfect.
Mis a maximum matching if G has no matching M' with IM'I> IMI; clearly,
every perfect matching is maximum. Maximum and perfect matchings in
graphs are indicated in·' figure 5.1.

Let M be a matching in G.An M-alternating path in G is a.path whose
edges are alternately in E\M andM. For example, the path VsVSVtV,V6 in the
graph of figure 5.1 a is an M-alternating path. An' M -augmenting path is an
M-alternating path whose origin and terminus are M -unsaturated.

(0)

Figure 5.1. (a) A maximum matching; (b) a perfect matching



Matchings 71
~

\ \ \
\ \ \
\ \

\ I \
\ \1 \
\

~\
\

\ \
\ I \ \
\ I \ \
\ I \ \
b d \

b
(0) (b)

Figure 5.2. (a) G, with M heavy and M' broken; (b) G[M 4M']

Each vertex of H has degree either one or two in H, since it can be
incident with at most one edge of M and one edge of M'. Thus each
component of H is either an even cycle with edges alternately in M and M',
or else a path with edges alternately in M and M'. By (5.1), H contains
more edges of M' than of M, and therefore some path component P of H
must start and end with edges of M'. The origin and terminus of P, being
M'-saturated in H, are M -unsaturated in G. Thus P is an lvI-augmenting
path in G 0

Exercises

5.1.1 (a) Show that every k-cube has a perfect matching (k >2).
(b) Find the number of different perfect matchingsin K2n and Kn•n •

5.1.2 Show that a tree has at most one perfect matching.
5.1.3 For each k > 1, find an example of a k-regular simple graph that has

no perfect matching.
5.1.4 Two people play a game on a graph G by alternately selecting

distinct vertices Va, VI, V2, ••• such that, for i > 0, Vi is adjacent to Vi-I.

The last player able to select a vertex wins. Show that the first player
has a winn,ing strategy if and only if G has no perfect matching.

5.1.5 A k-factor of G is a k-regular spanning subgraph of G, and G is
k-factorable if there are edge-disjoint k-factors HI, H 2, ••• , H n such
that G = HI U H 2 "U •.. "U Hne

(a)* Show that
(i) Kn•n and K2n are I-factorable;

(ii) the Petersen graph is not I-factorable.
(b) Which of the following graphs have 2-factors?



72 Graph Theory with Applications

(c) Using Dirac's theorem (4.3), show that if G. is simple, with v
even and a2: (v/2) + 1, then G has a 3-factor.

5.1.6* Show that K 2n+ 1 can be expressed as the union of n connected
2-factors (n:> 1).

5.2 MATCHINGS AND COVERINGS IN BIPARTITE GRAPHS

For any set S of vertices in G, we define the neighbour set of S in G to be
the set of all vertices adjacent to vertices in S; this set is denoted by No(S).
Suppose, now, that G is a bipartite graph with bipartition (X, Y). In many
applicatio.ns one wishes to find a matching of G that saturates every vertex
in X; an example is the personnel assignment problem, to be discussed in
section 5.4. Necessary and sufficient conditions for the existence of such a
matching were first given by Hall (1935).

Theorem 5.2 Let G be a bipartite graph with bipartition (X, Y). Then I G
contains a matching that saturates every vertex in X if and only .if

IN(S)I:> lSI fora-II SeX (5.2)

Proof Suppose that G contains a matching M· which saturates every
vertex in X, and letS be a subset of X. Since the vertices in S .are matched
under M with distinct vertices in N(S), we clearly have IN(S)I > IS·I·
. Conversely, suppose that G is a bipartite graph satisfying (5.2), but that G .
contains no matching saturating all the vertices in X. We shall obtain· a
contradiction. Let M* bea maximum m~tching in G. ijy our supposition,
M* does not satur·ate all vertices inX. Let u be an M*-unsaturated vertex
in X, and let Z denote· the set of all vertices connected to u by M*
alternating paths. Since M* is a maximum matching, it follows from theorem
5.1 that u is the only M*~unsaturated vertex in Z. Set S ..-:- Z n X. and
·T = zn Y (see figure 5.3). .

, Clearly, the vertices in S\{u} are matched under M*with the verticesin
T. Therefore . . -

and N(S);2 'r..In fact,we have

ITI=ISI-l

N(S) = T

(5.3)

(~.4)

since every vertex' inN(S) isconnected to u by an M*-alternatingpath. But
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U

'--------.. .,.... ~I
V

T= N{S)

Figure 5.3

(5.3) and (5.4) imply that
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IN(S)I = ISI-1 < lSI
contradicting assumption (5.2) 0

The above proof provides the basis of a good algorithm for finding a
maximum matching in a bipartite graph. This algorithm will be presented in
section 5.4.

Corollary 5.2 If G is a k -regular bipartite graph with k >0, then G has a
perfect matching.

Proof Let G be a k-regular bipartite graph with bipartition (X, Y). Since
G is k-regular, k IXI = lEI = k IYI and so, since ok >0, IXI = IYI. Now let S
be a subset of X and denote by E I and E 2 the sets of edges incident with
vertices in ~ and N(S), respectively. By definition of N(S), E I C E 2 and
therefore

k IN(S)I = IE21:> IEII = k lSI
It follows that IN(S)I::> lSI and hence, by theorem 5.2, that G has a matching
M saturating every vertex in X. Since IXI = IYI, M is a perfect m~tching 0

Corollary 5.'2 is sometimes known as the marriage theorem, since it can be
more colourfully restated as follows: if every girl in a village knows ~xactly k
boys, and every boy knows exactly k girls, then each girl can marry a boy
she knows, and each boy can marry a girl he knows.

A covering of a graph G is a subset K of V such that every edge "of G has
at least one end" in K. A covering K is a minimum covering if G has no
covering K' with IK'I < IKI (see figure 5.4).

If K is a covering of G, and M is a matching of G, then K contains at
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(0)
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(b)

Figure 5.4. (a) A covering; (b) a minimum covering

least one end of each of, the edges in M. Thus, for any matching M and any
covering K, IMI <: \KI. Indeed, if M* is a maximum matching and K is a
minimum covering, then

(5.5)

In general, equality does not hold in (5.5) (see, for ~xample, figure 5.4).
However, if G is bipartite we do have IM*I ~ IK\. This result, due to Konig
(1931), is closely related to Hall's theorem. Before presenting its proof, we
make a simple, but important,observation.

Lemma 5.3 Let M be a matching and K be a covering such that IMI = IKI.
Then M is a maximum matching and K is a minimum covering.

Theorem 5.3 In a bipartite graph, the number of edges in a maximum
matching is equal to the number of vertices in a minimum covering.

Proof Let G be a bipartite graph with bipartition (X, Y), and let M* be
a maximum matching of G. Denote by U the set of M*-unsaturated vertices
in X, and by Z the set of all vertices connected by M*-alternating paths to
vertices of U. Set S =z n X and T = zn Y. Then, as in the proof of
theorem 5.2, we have that every vertex in T is M*-saturated and N(S) =T.
Define K = (X\S) U T (see figure 5.5). Every edge of G must have at least
one of its ends in K. For, otherwise, there would be an edge with one end in
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S and one end in Y\T, contradicting N(S) = T. Thus K is a covering of G
and clearly

IM*I=IKI
By lemma 5.3 f K is a minimum covering, and the theorem follows 0

Exercises

5.2.1 Show that it is impossible, using 1 x 2 rectangles, to exactly cover an
8 x 8 square from which two opposite 1 x 1 corner squares have been
removed.

5.2.2 (a) Show that a bipartite graph G has a perfect matching if and only
if IN(S)I > lSI for all S c v.

(b) Give an example to show that the above statement does not
remain valid if the condition that G be bipartite is dropped.

5.2.3 For k > 0, show that

(a) every k-regular bipartite graph is I-factorable;
(b)* every 2k-regular graph is 2-factorable. (J. Petersen)

5.2.4 Let At, A 2 , • • • ,Am be subsets of a set S. A system of distinct
representatives. for the family (At, A 2, ••• , Am) is a ~ubset

{at, a2, · · · , am} of S such that ai E Ai, 1<i:5 m, and ai # aj for i # j.
Show that (At, A 2 , ••• , Am) has a system of distinct representatives if

and only if Ii~ Ail > III for all subsets 1 of {I, 2, ... ,m}. (P. Hall)

5.2.5 A line of a matrix is a row or a column of the matrix. Show that the
minimum number of lines containing all the 1's of a (0, I)-matrix is
equal to the maximum number of 1'8, no two of which are in the
same line.
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5.2.6 (a) Prove the following gene;ralisation of Hall's theorem (5.~): if G
is a bipartite graph with bipartition (X, V), the number· of edges
in a maximum matching of 0 is

IXI- max {ISI-IN(S)I}
$s;X

(D. Konig, O. Ore)
(b) Deduce that if G is simple" with IXI-IYI = nand e > (k -l)n,

then. G has a matching of cardinality k.
5.2.7 Deduce Hall's theorem (5.2) from Konig's theorem (5.3).
5.2.8* A non-negative real matrix Q is doubly stochastic if -the sum of the

entries in each row of Q is 1 and the sum of the entries in each
column of Q is 1. A permutation matrix is a (0, I)-matrix which has
exactly one 1 in each row and each column. (Thus every permutation
matrix is doubly stochastic.) Show that

(a) every doubly stochastic matrix is necessarily square;
(b) every doubly stochastic matrix Q can be expressed as a convex

line;ir combination of permutation matrices; that is

Q = C·IP I + C2P2 + ... + CkPk

where each Pi is a permutation matrix, each Ci is a non-negative real
k

number, and L Ci = 1. (G. Birkhoff, J. von Neumann)
1

5.2.9 Let H be· a finite group and let K be a subgroup of H. S~ow that
there exist elements hi, h2 , ••• , hn E H such that htK, h2K, ... , hnK
are the left eosets of. K and Kh t , Kh2 , ••• ,Khn are the right cosets
of K. (P. Hall)

5.3 PERFECT MATCHINGS

A necessary and suffic~ent condition for a graph to have a perfect matching
was obtained by Tutte (l947). The proof given here is due to Lovasz (1973).

A component of a graph is odd or even according as it has an odd or even
rtumber of vertices. We denote by o(G) the number of odd components 0·£ G.

Theorem 5.4 G has a perfect matching if and only if

o(G - S) <: lSI· for all S c V (5.6)

Proof It clearly suffi~es to prove the theorem for simple graphs.
Suppos.e first that G has a perfect matching M. Let S be a proper subset

of V, and let G 1, O2, ••• , Gnbe. the odd components of"G - S. Because G i is
odd,some vertex Ui. ot"Gi must be ·matched under M· with a vertex Vi of S
(see figure 5.6). Therefore, since {VI, V2, ••• , V n} C S

0(0 - S) = n = l{vI; V2, •.•.• , vn}l< lSI
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Figure 5.6
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Conversely, suppose that G satisfies (5.6) but has no perfect matching.
Then G is a spanning subgraph of a maximal graph G* having no perfect
matching. Since G - 5 is a spanning subgraph of G* - 5 we have
0(G*-5)<0(G-5) and so, by (5.6),

0(G*-5)<151 forall 5 c V(G*) (5.7)

In particular, setting S =0, we see that o(G*) = 0, and so v( G*) is even.
Denote by U the set of vertices of degree v - 1 in G*. Since G* clearly

has a perfect matching if U· = V, we may assume that U ¢ V. We shall show
that G* - U is a disjoint union of complete graphs. Suppose, to the contrary,
that some component of G*- U is not complete. Then, in this component,
there are vertices x, y and z such that xy E E(G*), yz E E(G*) and
xzft E(G*) (exercise 1.6.14). Moreover, since yft U, there is a vertex w in
G*- U such that ywft E(G*). The situation is illustrated in figure 5.7.

Since G* is a maximal graph containing no perfect matching, G*+ e has a
perfect matching for all eft E(G*). Let M1 and M2 be perfect matchings in
G*+xz and G*+yw, respectively, and denote by H the subgraph of

Y W-----------0

x z

Figure 5.7
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M, heavy

M2 wavy

(0) (b)

Figure 5.8

G* U {xz, yw} induced by M 1 JiM2 • Since each vertex of H has degree two,
H is a disjoint union of cycles. Furthermore, all of these cycles are even,
since edges of M 1 alternate with edges of M2 around them. We distinguish
two cases:

Case 1 xz and yw are in different components of H (figure 5.8a). Then,
if y·w is in the cycle C of H, the edges of M 1 in C, together with the edges of
M2 not in C, constitute a perfect matching in G*, contradicting the defini
tionof G*.

Case 2 xz and yw are in the same component C of H. By symmetry of x
and Z, we may assume that. the vertices x, y, wand z occur in that order on
C (figure 5.8b). Then the edges of Mi in the section yw ... z of C, together
with the edge yz· and the edges of M 2 not iO· the section· yw ... z of C,

*Odd components of G - U.,..--__--~A~_--_ ___..
f ,

Figure 5.9

Even components of G*- U
_--....",A------.01!~f . ,

~~g ••••~.~}.~~O .0--0
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constitute a perfect matching in G*, again contradicting the definition of
G*.

Since both case 1 and case 2 lead to contradictions, it follows that G* - U
is indeed a disjoint union of complete graphs.

Now, by (5.7), o(G*-U)<IUI. Thus at most lUI of the components of
G* - U are odd. But then G* clearly has a perfect matching: one vertex in
each odd component of G *- U is matched with a vertex of U; the
remaining vertices in U, and in components of G* - U, are then matched as
indicated in figure 5.9.

Since G * was assumed to have no perfect matching we have obtained the
desired contradiction. Thus G does indeed have a perfect matching 0

The above theorem can also be proved with the aid of Hall's theorem (see
Anderson, 1971).

From Tutte's theorem, we now deduce a result first obtained by Petersen
(1891).

Corollary 5.4 Every 3-regular graph without cut edges has a perfect
matching.

Proof Let G be a 3-regular graph without cut edges, and let S be a
. proper subset of V. Denote by G 1, G2 , ••• ,Gn the odd components of

G - S, and let mj be the number of edges with one end in G i and one end in
S, 1<i < n. Since G is 3-regular

and

Ld(v)=3IS1
yes

(5.8.)

(5.9)

By (5.8), mj = > d(v) - 2e(Gi) is odd. Now mi # 1 since G has no cut
vetrfot>

edge. Thus

mj :> 3 for 1<: i <: n

It follows from (5.10) and (5.9) that

1 n 1
o(G "-S) = n <- L mi<- L d(v) = lSI

3 i=-l 3 yes

(5.10)

Therefore, by theorem 504, G has a perfect matching 0

A 3-regular graph with cut edges need not have a perfect matching. F9r
example, it follows from theorem 5.4 that the graph G of figure 5.10 has no
perfect matching, since 0 ( G - v) = 3.
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Figure 5.10

Exercises

5.3.1* Derive Hall's theorem (5.2) from Tutte's theorem (5.4). .
5.3:2 .Prove the following generalisation of corollary 5.4: if G is a (k-1)

edge~connected.k -regular graph with v even, then G has a perfect
m.atching. . '

5.3.3 Show that a tree G has a perfect matching if and only if o(G - v) = 1
for all v E V. . (V. Chungphaisan)

5.3.4*. Prove the following generalisation of Tutte's theorem (5.4): the
number of edges in a maximum matching of G is !(v - d), where

. d = max{o(G-s)-ISll. (C. Berge)
scv

5.3.5 (a) Using Tutte's theorem (5.4), characterise the maximal simple
graphs which have no perfect Inatching.

.(b) Let G be simple, with v even and 8 < v/2. Show that if e >

(g)+ (v - 22
8 -1) + 8(v - 8), then G has a perfect matching.

APPLICATIONS

5.4 THE PERSONNEL ASSIGNMENT PROBLEM

In a certain company,n workers Xt,X2, ••• , Xn are available for n jobs
YI, Y2,.. · · , Yn, each worker being qualified for one or more of these jobs.
Can. all the men be assigned, one man per job,· to jobs for which they are
qualified? This is the personnel assignment problem.
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We construct a bipartite graph G with bipartition (X, Y), \yhere X =
{Xl, X2, • • • ,xn}, Y = {Yl, y2, · .. ,Yn}, and Xi is joined to Yj if and only if
worker Xi is qualified for job Yj • The problem becomes one of determining
whether or notG has a perfect matching. According to Hall's theorem (5.2),
either G has such a matching or there is a subset S of X such that
IN(S)I < 151· In the sequel, we shall present an algorithm to solve the
personnel assignment problem. Given any bipartite graph G with bipartition
(X, Y), the algorithm either finds a matching of G that saturates every
vertex in X or, failing this, finds a subset S of X such that IN(S)I <lSI.

The basic idea behind the algorithm is very simple. We start with an
arbitrary matching M. If M saturates every vertex in X, then it is a matching
of the required type. If not, we choose an M -unsaturated vertex u in X and
systematically search for an M -augmenting path with origin u. OUf method
of search, to be described in detail below, finds such a path P if one exists;
in this case M=M aE(p) is a larger matching than M, and hence saturates
more vertices in X. We then repeat the procedure with M instead of M. If
such a path does not exist, the set Z of all vertices which are connected to u
by M-alternating paths is found. Then (as in the proof of theorem 5.2)
S=Z nX satisfies IN(S)I < lSI.

Let M be a matching in G, and let u be an M -unsaturated vertex in X. A
tree H eGis called an M-alternating tree rooted at u if (i) U E V(H), and (ii)
for every vertex v of H, the unique (u, v)-path in H is an 'M-alternating
path. An M -alternating tree in a graph is shown in figure 5.11.

(0)

x, =u

(b)

Figure 5.11. (a) A matching M in G; (b) an M-alternating tree in G
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(b)

Figure 5.12. (a) Case (i); (b) case (ii)

The search for an.M -augmenting path with origin u involves 'growing' an
M -alternating tree H rooted at u. This procedure was first suggested by
Edmonds (1965). Initially, H consists of. just· the· sin'gle vertex u. It is then
grown in such a way that, at any stage, either

(i) all vertices of H except u are M -saturated and matched under M (as in
figure 5.12a), or

(ii) H contains an M -unsaturated vertex different from u (as in figure
5.12b).

If (i) is the case (as it is initially) then, setting S = V(H) n X and T =
V(H) n Y, we have N(S)::::> T; thus either N(S) = T or N(S) => T.

(a) If N(S) = T then, since the vertices in S\{u} are matched with the
vertices in T, IN(S)I = ISI- 1, indicating that G has no matchingsaturat
ing all vertices in X. '

(b) If N(S) :::> T, there is a vertex y in Y\T adjacent to a vertex x in S. Since
all vertices of H except u are matched under M,either x = u or else x is
matched with a vertex of H. Therefore xye M. If y is M-saturated, with
yz EM, we grow Hby adding the vertices·y and z and the edges xy and
yz.We are then back in case (i). If Y is M-unsaturated, we grow H by'
adding the vertex y and the edge xy, resulting in case (ii). The (u, y)
path of H is then an M -augmenting path with origin u,as required.

Figure 5.13 illustrates the above tree-growing procedure.
The algorithm described above is known as the Hunga·rian method, and
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or

Case (i)

:>

u

Case (i i)

M- unsaturated

Figure 5.13. The tree-~rowingprocedure

can be summarised as follows:

Start with an arbitrary matching M.
1. If M saturates every vertex in X, stop. Otherwise, let u be an M

unsaturated vertex in X. Set S = {u} and T =0.
2. If N(S) - T then IN(S)I < lSi, since. ITI = lSi-I. Stop, since by Hall's

theorem there is no matching that saturates every vertex in X. Other
wise, let y E N(S)\T.

3. If Y is M-saturated, let yz EM. Replace S by S U{z} and T by TU{y}
and go to step 2. (Observe that ITI = IS1- 1 is maintained after this
replacement.) Otherwise, let P be an M -augmenting (u, y)-path. Replace
M by M = M J1E(P) and go to step 1. .

Consider, for example, the graph G in figure 5.14a, with initial matching
M = {X2Y2, X3Y3, xsYs}. In figure 5.14b an M-alternating tree is grown, start
ing with Xl, and the M-augmenting path XlY2X2Yl found. This results in a
new matching M ={XlY2, X2yl, X3Y3, xsYs}, and an M-alternating tree is now
grown from X4 (figures 5.14c and 5.14d) Since there is no M-augmenting
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x,

Y2 Y3

(0 )

X2 X2 X2

Y2\ Y2 Y2 Y2

X, x, X1 x, X1

(b).

Y, Y2 Y:; Y4 Y5

(c)

X, X1

Y2 Y2 Y2

X4 X4 . X4

(d)

Figure 5.14. (a) Matching M; (b) an M-alternating tree; (c) matching Nt; (d) an
Nt-alternating tree

path with origin X4, the algorithm terminates: The set S = {Xl, X3, X4}, with
. neighbour set N(S) ={Y2' Y3}, shows that G has no perfect matching.

'A flow diagram of the Hungarian metho·d is given in figure.: 5.15'. Since the
algorithm can cycle through the tree-growing procedure, I, at most IXI times
'before finding eithe"r an SeX such that- IN(S)I < lSI or an" M-augmentin'g

. path, and since the initial matching can be aug.mented at most IXI times
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Figure 5.15. The Hungarian method
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before a matching of the required type is found, it IS .clear that the
Hungarian method is a good algorithm..

One can find a maximum matching in a bipartite graph by slightly
modifying the above procedure (exercise 5.4.1). A good algorithm that
determines such a matching in any graph has been given by Edmonds
(1965).

Exercise

5.4.1 Describe how the Hungarian method can be used to find a maximum
matching in a bipartite graph.
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,5.5 THE OPTIMAL ASSIGNMENT PROBLEM

Graph Theory with Applications

The Hungarian method, described in section 5.4, is an efficient way of
determining a fe,asible assignment of workers to jobs, if one exists. However
one may, in addition, wish to take into account the effectiveness of the
workers in their various jobs (measured, perhaps, by the profit to the
company). In this case, one is interested in an assignment that maximises the
total effectiveness of the workers. The problem of finding such an assign
ment is known as the optimal assignment problem.

Consider a weighted complete bipartite graph with bipartition (X, Y),
where X ={Xl, X2, ••• ,Xn}, Y ={YI, Y2, ... , yo} -and edge XiYj has weight
Wij = W(XiYi), the effectiveness of worker Xi iri job Yj • The optimal assign
ment problem is clearly equivalent to that of finding a maximum-weight'
perfect matching in this weighted graph. We shall refer to such a matching
as an optimal matching.

To solve the optimal assignment problem it is, of course, possible to
enumerate all n! perfect matchings and find an optimal one among them.
However, for large n, such a procedure would clearly be most inefficient. In
this section we shall present a good algorithm for finding an optimal
matching in a weighted complete bipartite .graph.

We define a feasible vertex labelling as a real-valued function I on the
vertex set X U Y such that, for all x E X and y E Y

l(x)+ l(y» w(xy) (5.11)

(5.12)

(The real number l(v) is called 'the label of the vertex v.) A feasible vertex
labelling is thus a labelling of the vertices such that the sum of the labels of
the two ends of an edge is at least as large as the weigllt of the edge. No
matter what the edge weights are, there always exists a feasible vertex
labelling; one such is the function I given by .

l(x) = max w(xy) if X.E X.}yey
. ,

I(y ) = 0 if YE Y

If I is a feasible vertex labelling, we denote by E , the set of those edges for
which equality holds in (5.1-1); that is

, E,= {xy E E I'(x) + l(y) = w(xy)}

The spanning sUbgraph of G with edge set E 1 is referred to as the equality
, subgraph corresponding to the feasible vertex labelling' I, and is denoted by
G,. The connection between 'equality subgraphs and '·optimal matchings is
provided by the following theorem.

Theorem 5.5 Let -, be a feasible vertex labelling of G. If G, contains a
perfect m~tching M*, then M* is an optimal matching of G.
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Proof Suppose that G, contains a perfect matching M*. Since G, is a
spanning subgraph of G, M* is also a perfect matching of G. Now

w(M*) = L w(e) = L l(v) (5.13)
eEM* vEV

since each e E M* belongs to the equality subgraph and the ends of edges of
M* cover each vertex exactly once. On the other hand, if M is any perfect
matching ofG, then

w(M) = e~ w(e) <: v~ l(v) (5.14)

It follows from (5.13) and (5.14) that w(M*):> w(M). Thus M* is an optimal
matchin-g 0

The above theorem is the basis of an algorithm, due to Kuhn (1955) and
Munkres (1957), for finding an optimal matching in a weighted complete
bipartite graph. Our treatment closely follows Edmonds (1967).

Starting with an arbitrary feasible vertex labelling I (for example, the one
given in (5.12», we determineGI, choose an arbitrary matching M in G1 and
apply the Hungarian .method. If a perfect nlatching is found in G, then, by
theorem 5.5, this matching is optimal. Otherwise, the Hungarian method
terminates in a matchin.g M' that is not perfect, and an M'-.alternating tree
H that contains no M'-augmenting path and cannot be grown further (in
G,). We then modify I to a feasible vertex labelling f with the property that
both M' and H are contained in Gr and H can be extended in Gr. Such
modifications in the feasible vertex labelling are made whenever necessary,
until a perfect matching is found in. spme equality subgraph.

The Kuhn-.Munkres Algorithm

Start with an' arbitrary feasible vertex labelling I, determine G" and
choose an arbitrary matching M in G I •

1~ If X is M -saturated, then M is a perfect matching (since IXI = IYI) and
hence, by theorem 5.5, an 9Ptimal. matching; in this case, stop. Other
wise, let u be an M-un~aturatedvertex. Set S = {u} and T = 0.

2. If No.(S):::> T, go to step 3. OtherWise, NolS) = T. Compute

at =min{l(x) + l(y) - w(xy)}
xES
yET

and the feasible vertex labelling f given by

l(v) - a, if V E S

l(v) = l(V ) + (l, if vET

l(v) otherwise

(Note that (l, > 0 and that No~S):::>T.) Replace I by f and G, by Gr.
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35541 5
2 2 022 2
244 1 0 4
01 1 0 0 1

.1 2 1 3 :3 3
o 0 0 0 0"

(b)

3 554 1 4
22022· 2
2 4 4 1 0 3
o 1 1 0 0 0
1 2 1 3 3 3

o 1 1 0 0

(d)
Figure 5.16

3. Choose a vertex y in No,(S)\T. As in the tree-growing ..procedure of'
sectioq, ~ .4, consider whether or not y' is M -saturated. If Y is M
saturated, with yz E M, replace S by S U {z} and T by T U {y}, and go to
step 2. Otherwise, let P be an M-augmenting "(u, y)-path in G

"
replace M

by At = M I1E(P), and go to step 1. . ,

In illustrating the Kuhn-M~"nkresalgorithm, it is conv'enient to represent
a weighted complete bipartite: graph G by a matrix W : [Wij], where Wij is
the weight of edge XiYi in G. We shall start with the matrix of figure 5.16a.
In figure 5.16b, the feasible vertex labelling (5.12) is shown (by placing the
label of Xi to the right of' row i" of the matrix and the label of Yi below
columnj) anct. the ~ntries c~rrespondingtoe4g~s of the"associated equality
subgraph are indicated; the equality subgraph itself is depicted (without
weight~) in figure '5.16c. It was shown in the previous section that th~s. graph
has no perfect matching (the set S ={Xl, X3, X4} has neighbour set {Y2' Y3}).
We therefore modify our initial feasible vertex labelling to the one given in
figure 5.16d. An application o'f the Hungarian method now shows that the
associated equality subgraph (figure 5.16e) has the. perfect matching
{Xl y4, X2Y., X3Y3, X4y2, xsys}. This is therefore an optimal matching of G.
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Figure S.17. The Kuhn-Munkres algorithm
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A flow diagram for the Kuhn-Munkres algorithm is given ·in figure 5.17.
In cycle II, the number of computations required to compute Or is clearly of
order v 2

• Since the algorithm can cycle through I and II at most IXI times
before finding an M-augmenting p.ath, .and since the initial matching can be
augmente~ at most IXI times before an optimal matching is found, we see
that the Kuhn-Munkres algorithm is a good algorithm.

Exercise

5.5.1 A diagonal o.f ann ?< n matrix is a_set of n entries no two of which
belong to the same row or the same column. The weight of a
diagonal is the sum of the entries in it. Find a minimum-weight
diagonal in the following matrix:

4 5 8 10 11.
7 6 5 7 4
8 -5 12 9 6

··6 6 13 10 7-
4 5 7 9 8
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6 Edge Colourings
6.1 EDGE CHROMATIC NUMBER

A k-edge colouring ~ of a loopless graph G is an assignment o( k colours,
1, 2, ... , k, to the edges of G. The colouring ~ is proper if no two adjacent
edges have the same colour.

Alternatively, a k -edge colouring can be thought .of as a partition
(E t , E 2 , ••• ,Ek ) of E, where E denotes the (possibly empty) subset of E
assigned colour i. A proper k -edge colouring is then a k -edge colouring
(E 1, E 2 , • ,••. , E k ) in which each subset E i is ~ matching. The graph of figure
6.1 has the proper 4-edge colouring ({a, g},. {b, e}, {c, f}, {d}).

G is k-edge c%urable -if G has a proper k-ed'ge-colouring. Trivially, every
loopless graph G is e-edge-colourable; and if G is k-edge-coiourable, then
G is also l-edge-colourable for ev~ry I > k. The edge chromatic number
X'(G), of' a 'loopless graph G, is the minimum k for which G is k-edge
colo'urable. G is k-edge-chromatic if X'(G) = k. It can be readily verified
that the graph of figure 6.1 has no proper 3'-edge colouring. This graph is'
therefore 4-edge-chromatic.

Clearly, in any proper edge colouring, the edges incident. with anyone
vertex must be assigned ,different colours. It follows that

(6.1)

Referring to the example of figure 6.1, .we see that inequality (6.1) may be
strict. However, we shall show that, in the case when G '-jsbipartite, x.' =b..
The following s~mple lemma is basic to our proof. We say that colou'r i is
represented at vertex v if some edge incident with v has colour i.

Lemma 6.1.1 Let G be a connected graph that is not an odd· cycle. Then

Figure '6.1



92 Graph Theory with Applications

G has a 2-edge colouring in which both colours are represented at each
vertex of degree at least two.

Proof We may clearly assutn.e that G is nontrivial. Suppose, first, that G
is eulerian. If G is an even cycle, the proper 2-edge colouring· of G has the
required property. Otherwise, G has a vertex Va of degree at least four. Let
VOelVt ••• eeVO be an Euler tour of G, and set

E 1 ={ei Ii ·odd} and E 2 ={ei Ii even} (6.2)

Then the 2-edge colouring (E t , E 2) of G has the required property, since
each vertex ofG is an internal vertex of vOel VI ••• ee·VO.

If G is not eulerian, construct a new grap.h G* by adding a new vertex vo
and joining it to each vertex of odd degree in G. Clearly G* is eulerian. Let
VoetVI ••• ee* Vo be an Euler tour of G* and define E 1 and E 2 as in (6.2). It is
then easily verified that the 2-edge colouring (E1 nE, E 2 n E) of G has the
required property 0

Given a k-edge colouring C€ of G we sh·all denote by c(v) the number of
distinct colours represented at v. Clearly, we always have

c(v)<d(v) (6.3)

Moreover, C€ is a proper k-edge colouring .if and only if equality holds in
(6.3) for all vertices v of G. We shall call a k-edge colouring C€' an
improvement on C€ if

L c'(v) > L c(v)
vev vEV

where c'(v) is the number of distinct colours represented at v in the
colouring C€'. An optimal k-edge colouring ~s on·e which cannot be im
proved.

Lemma 6.1.2 Let~ =(E t , E 2 , ••• , E t ) bean optimal k-edge colouring of
G·. If there is a vertex u:. in G and colours i and j such th.at i is· not
represented at u and j is repre.sented at. least twice at u, then the component '..
of G[Ei UBj] that contains u is an odd cycle.

Proof Let u be a vertex that satisfies the hypothesis of the lemma, and
denote by H the component of G[EiU E j ] containing u. Suppose that H is
not an odd cycle. Then, by lemma 6.1.1, H has a 2-edge colouring in which
both colours are represented ·ateach vertex of degree at least two inH.
When we recolour the edges of H with colours i and .i in this way, we obtain
a new k-edge colouring C€'=(E~,E~,... ,E~) of G. Denoting by c'(v) the
number of distinct colours at v in the colouring C€', we have

c'(u) = c(u) + 1 .
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since, now, both i and j are represented at u, and also

c'(v) > c(v) for v¢ u

Thus L c'(v) > L c(v), contradicting the choice of eg. It follows that H is
vEV vEV

indeed an odd cycle 0

Theorem 6.1 If G is bipartite, then X' = ~.

Proof Let G be a graph with X' >~, let eg = (E 1, E 2 , ••• ,EA) be an
optimal ~-edge colouring of G, and let u be a vertex such that c(u) < d(u).
Clearly, u satisfies the hypothesis of lemma 6.1.2. Therefore G contains an
odd cycle and so is not bipartite. It follows from (6.1) that if G is bipartite,
then X' =~ 0

An alternative proof of theorem 6.1, using exercise 5.2.3a, is outlined in
exercise 6.1.3.

Exercises

6.1.1 Show, by finding an appropriate edge colouring, that X'(Km,n) =
~(Km,n).

6.1.2 Show that the Petersen graph is 4-edge-chromatic.
6.1.3 (a) Show that if G is bipartite, then G has a ~-regular bipartite

supergraph.
(b) Using (a) and exercise 5.2.3a, give an alternative proof of

theorem 6.1.
6.1.4 Describe a good algorithm for finding a proper ~-edge colouring of a

bipartite graph G.
6.1.5 Using exercise 1.5.8 and theorem 6.1, show that if G is loopless with

~ = 3, then X' <: 4.
6.1.6 Show that if G is bipartite with 8 > 0, then G has a 8-edge colouring

such that all 5 colours are represented at each vertex.
(R. P. Gupta)

6.2 VIZING'S THEOREM

As has already been noted, if G is not bipartite then we cannot necessarily
conclude that X' =~. An important theorem due to Vizing (1964) and,
independently, Gupta (1966), asserts that, for any simple graph G,either
X' = ~ or X'= ~+ 1. The proof given here is by Fournier (1973).

Theorem 6.2 If G is simple, then either X' =~ or X' = ~+ 1.

Proof Let G be a simple graph. By virtue of (6.1) we need only show
that X' -< ~+ 1. Suppose, then, that X' > ~+ 1. Let eg = (Et , E 2 , ••• , E~+l) be
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( b )

v
(a )

Figure 6.2

v
( c )

an optimal (A + I)-edge colouring of G and let u be a vertex such that
c(u) <d(u). Then there exist colours io and i l such th~t io is not represented
at u, and i l is represented at least twic'e at u. Let UVl have colour il, as in
figure. 6.2a.

Since d(Vl) < A+ 1, some colour i2 is not represented at Vl. Now h must be
represented atu since otherwise, by rec,?louring UVt with i2 , we would
obtain an improvement on <:(6. Thus some edge UV2 has colour ;2. Again,
since d('V2) < A+ 1, some colour i 3 is not represented at V2; and i 3 _must be
represented ·at u since otherwise, by recolouring UVtwith i2 and UV2 with' i3 ,

.we would obtain an improved (A+ l)~edge colouring. Thus ,.some edge' UV3

has colour i 3,·. 'Continuing this procedure we. construct a sequence Vt, V2·, .•••

of vertices and a sequence it, i2, ••• of colours; such that·

(i) UVj has colour i j , and
(ii) ij + 1 is not represerited at Vj.

Since the degree of u is finite, there exists a smallest integer l such that, for
some. k < .1,

(iii) i r+ 1 = i k •
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The situation is depicted in figure 6.2a.
We now recolour G as follows. For 1 <:: j <:: k - 1, recolour UVj wi~h colour

ij+1, yielding a new (A + 1)-edge colouring ((6' = (E~, E~, ... ,E~+l) (figure
6.2b). Clearly .

c'(v) > c(v) for all v E V

and therefore ((6' is also an optimal (A + I)-edge colouring of G. By lemma
6.1.2, the component H' of G[E~o UE~k] that contains u is an odd cycle.

Now, in addition, recolour UVj with colour i j + 1, k -< j < 1- 1, and UVr with
colour ik , to obtain a (A + I)-edge colouring ((6" = (E~, E~, ... ,E~+l) (figure
6.2c). As above

c"(v) >c(v)· for all v E V

and the component H" of G[E~o UE'lk ] that contains u is an odd cycle. But,
since Vk has degree two in H', Vk clearly has degree one in R". This
contradiction establishes the theorem 0

Actually, Vizing proved a more general theorem than" that given above,
one that· is valid. for all loopless graphs. The ma~imum number of edges
joining· two vertices in G is called the multiplicity of G, and denoted by
IL(G). We can now state Vizing's theorem in its full generality: if G is
loopless, ~hen A<:: XI <: A+ lot.

This theorem is best possible in the sense that, for any JL, there exists a
graph G such that· X' = A+ IL.. For example, in the graph G of figure 6.3,
A= 2fL and,since any two edges are adjacent, X', = B = 3,..,.

Strong as theorein. 6.'2 is, it leaves open one interesting qu~stion: which
simple graphs satisfy X' = A? The significance of this question will become
apparent in chapter 9, when we study edge colourings of planar graphs.

Figure 6.3. A graph G with X' = ~+ IL
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Exercises
6.2.1* Show, by finding appropriate edge colourings, that X'(K2n- 1) =

X'(K2n) = 2n - 1.
6.2.2 Show that if G is a nonempty regular simple graph with v odd, then

X'=~+l.

6.2.3 (a) Let G be a simple graph. Show that if v = 2n + 1 and e > n6.,
then X' = A+1. (V. G. Vizing)·

(b) Using (a), show that
(i) if G is obtained from a simple regular graph with an even
number of vertices by subdividing one edge, then X' =A+ 1;
(ii) if G is obtained from a simple k-regular graph with an odd
number of vertices b,y deleting fewer than k/2 edges, then X' =
A+ 1. (L. W. Beineke and R. J. Wi~son)

6.2.4 (a) Show that if G is loopless, then G has a A-regular loopless
supergraph.

(b) Using (a) and exercise 5.2.3b, show that if 0 is loopless and ~ is
even, then x./:s 3A/2.
(Shanno~, 1949 has shown that this inequality also holds when

A is odd.) .
6.2.5 G is called uniquely k-edge-colourable if any two proper k-edge

colourings of 0 induce the same partition of E. Show that every
uniquely 3-edge-colourable 3-regular graph is hamiltonian.

. (D. L. Greenwell and H. V. Kronk)
6.2.6 The product, of simple graphs ·0 a~d H is the simple graph G x H

with vertex set V(O) x V(H), in which (u, v) is adjacent to (u', v') if
and only if either u= u' and vv' E B(H) or v = v' and uu' E B(G).

(a) Using Vizing's theorem (6.2), show·that X'(G x K 2) =A(G x K 2).

(b) Deduce that if H is nontrivial with X'(H) =A(H), then
X/(O x H) = A(G x H).

6.2.7 Describe a good algorithm for finding a proper (A + I)-edge colour
ing of a simple graph o.

6.2.8* Show that ifG is simple with 8 > 1, then G has a (8 -l)-edge
colouring such that all 8 - 1 colours are represented at each vertex.:

(R. P. Gupta)

APPLI·CATIONS

6.3 THE TIMETABLING PROBLEM

In a school, there are m teachers Xl, X 2, ••• ,Xm , and n classes
Y 1, Y 2 , ••• , Yn. Given that teacher Xi is required to teach class Y j for Pij
periods, schedule a complete timetable in the minimum possible number ·of
periods. .
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The above problem is known as the timetabling problem, and can be solved
completely using. the theory of edge colourings developed in this chapter.
We represent the teaching requirements by a bipartite graph G with
bipartition (X, Y), where X = {Xl, X2, •.• ,Xm}, Y ={yt, Y2, ••• , Yn} and ver
tices Xi and Yi are joined by Pij edges. Now, in anyone period, each teacher
can teach at most one class, and each class can be taught by at most one
teacher-this, at least, is our assumption. Thus a teaching schedule for one
period corresponds to a matching in the graph and, conversely, each
matching corresponds to a possible assignment of teachers to classes for one
period. OUf problem, therefore, is to partition the edges of G into as few
matchings as possible Of, equivalently, to properly colour the edges of G
with as few colours as possible. Since G is bipartite, we know, by theorem
6.1, that X' --:- d.Hence, if no teacher teaches for more than· p periods, and if
no class is taught for more than p periods, the .teaching requirements can be
scheduled in a p-period timetable. Furthermore, there is a good algorithm
for constructing such a timetable, as is indicated in exercise 6.1.4. We thus
have a complete solution to the timetabling problem.

However, the situation might not be so straightforward. Let us assume
that only a limited number of classro·oms are available. With this additional
constraint, how many .periods are n<?w needed to ~chedule .a complete .
timetable?

Suppose that altogether there are I lessons to be given, and that they have
been scheduled in a p-r-eeriod timetable. Since this timetable requires an
average of IIp lessons to be given per period, it is· clear that at least'{l/p}
rooms will be needed in some one period. It turns out that one can always
arrange I lessons in a p-period timetable so that at most {lIp} rooms are
occupied in anyone period. This follows fr.om theorem 6.3 below. We first
have a lemma.

Lemma 6.3 Let M andN be d~sjointmatchingsof G witlllMI > INI. Then
there are disjoint matchings M' and N' of G· such that IM'I =,IMI-t,
IN'I = /N/+ 1 and M'~N'=MUN.

Proof Consider the graph H = G[M UN). As in the proof of theorem
5.1, each component of H is either an even cycle, with-· edges alternately in
M and N, or else a path with edges alternately in M and N. Since IMI >1NI,
som·e path componentP of H must start and end with edge~ of M. Let
P = VOetVl ••• e2n+1V2n+t, and set

M' = (M\{et, e3, · · · , e2n+l}) U {e2' e4, 4l ••• , e2n}:

N'= (N\{e2' e4, ... , e2n}) U {et, e3, , .. , e2D+l}

Th·en M' and N' are matchings of G that satisfy the conditions of the
lemma 0
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Y, Y2 Y3 Y4 Y5

X, 2 0 1 1 0 X,

X2 0 , 0 , 0 X2
.p=

X3 0 1 1 1 0 X3

X4 0 0 0 1 1 X4

(a )

Figure 6.4
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Period
1 2 3 4

Y1 Y1 Y3 Y4

Y2 - Y4 -

Y3 Y4 - Y2

Y4 Y5 - -

Theorem 6.3 If G is bipartite" and if p:> A, then there exist p disjoint
matchings M 1, M 2 , ••• , M p of G such that

(6.4)

and, for 1 <: i <: P

(6.5)

(Note: condition (6.5) says that an'y twomatchings M i and M j differ in size
by at most one.) .

Proof Let G be a bipartite graph. By theorem 6~1, the edges of G can be
partitioned into A· matchings M~, M~, ,M~. Therefore, for any p:> A,
there exist p disjoint matchings M~, M~, , M~ (with M~=0 for i >A) such
that

x,

\
\
\
\
\
\
\
\
\

b
. )4 Ys

Figure 6.5



Edge Colourings

X1 X2 x3 x4

\
\ x1\
\ x2\
\ x3\
\ x4\

b
}2 Y3 Y4 Ys

(a )

Figure 6.6

Period
234

Y4 Y1 Y3 'r1
Y2 - Y4 -

Y3 Y4 - Y2

- Y5 - Y4

( b )
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As an example, suppose that there are four teachers and five classes, and
that the teaching requirement matrix P = [pij] is as given in figure 6.4a. One
possible 4-period timetable is shown in figure 6.4b.

We can represent the above timetable by a decomposition into matchings
of the edge set of the bipartite graph G corresponding to P, as shown in
f}.gure 6.5a. (Normal edges correspond to period 1, broken edges to period
2, wavy edges to period 3, and heavy edges to period 4.)

From the timetable we see that four classes are taught in period 1, and so
four rooms are needed. However € = 11 and so, by theorem 6.4, a 4-period
timetable can be arranged so that in each period either 2( = [11/4]) or
3( = {11/4}) classes are taught. Let Ml denote the normal matching and M4

the heavy matching; notice that IMlj= 4 and IM41- 2. We can now find a
4-period 3-room timetable by considering G[Ml U M 4 ] (figure 6.5b).
G[Ml UM 4 ] has two components, each consisting of a path of length three.
Both paths start· and end with normal edges and so, by interchanging the
matchings on one of the two paths, we shall reduce the normal matching to
one of three edges, and -at the same time increase the heavy matching to one
of three edges. If we choose the path YlXlY4X4, making the edges YlXl and
Y4x4heavy and the edge XlY4 normal, we obtain the decomposition of E
shown in figure 6.6a. This then gives the revised timetable shown in figure
6.6b; here, only three rooms are needed at anyone time.

Period
23456

Y4 Y3 Y, - Y1 -

Y2 Y4 - - - -
- - Y4 Y3 Y2 -

- - - Y4 - Ys

Figure 6.7
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However, suppose that there are just two rooms available. Theorem 6.4
tells us that there must be a 6-period timetable tha~ satisfies our require
ments (since {11/6}= 2). Such a timetable is given in figure 6.7.

In practice, most problems on timetabling are complicated by preassign
ments (that is, conditions specifying the periods during which certain
teachers and classes must meet). This generalisation of the timetabling
problem has been studied by Dempster (1971) and de Werra (1970).

Exercise
6.3.1 In a school there are seven teachers and twelve classes. The teaching

requirements for a five-day week are .given by the matrix

Y1 Y2 Y3 Y4 Y s Y6 Y7 Ys Y~ Y10 Y11 Y 12

Xl 3 2 3 3 3 3 3 3 3 3 3 3
X2 1 3 '6 0 4 2 5 1 3 3 0 4
X 3 5 ·0 5 5 0 0 5 0 5 0 5 5

P=X4 2 4 2 4 2 '4 2 4 2 4 2 3
Xs 3 5 2 2 '0 3 1 4 4 3 2 5
X6 5 5 0 0 5 5 0 5 0 5 5 0
X7 0 3 4 3 4 3 4 3 4' 3 3 0

wh·ere Pij is the number of periods that teacher Xi must teach class
Yj •.

(a) Into how many periods must a day be divided so that the
requirements can be satisfied?

(b) If an eight-period/day timetable IS drawn up, how many class
rooms will be needed?
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7 Independent Sets and
Cliques

7.1 INDEPENDENT SETS

A subset S of V is called an independent set of G if no two vertices of S are
adjacent in G. An independent set is maximum if G has no independent set
S' with IS'I > lSI. Examples of independent sets are shown in figure 7.1.

Recall that a subset K of. V such that every edge of G has at least one end
in K is called a covering of G. The two examples of independent sets given
in figure 7.1 are both complements of coverings. It is n'ot difficult to see that
this is always the case.

Theorem 7.1 A set S c V is an independent set of G if and only if V\S is a
covering of G.

Proof By definition, S· is an independent set of G if and only if no edge
of G has both ends in S Of, equivalently, if and only if each edge bas at least

. one end in V\S. But this is so if and only if V\S is a covering of G 0

The number of vertices in a' maximum iIldependent set of G is called the
independence number of G and is denoted by a (G); similarly, the number of
vertices in a minimum covering of G is the covering number of G and is
denoted by '(3 (G).

Corollary 7.1 a + (3 = v.

Proof Let S be a maximum· independent set of G, and let K be a
'minimum covering of G. Then, by theorem 7.1, V\K is an independent set

(a ) (b )

Figure 7.1. (a) An independent set; (b) a maximum independent set
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and V\S is a covering. Therefore

v-13 = IV\KI<a (7.1)

(7.2)v-a = IV\SI > (3

Combining (7.1) and (7.2) we have a + f3 = v 0

The edge analogue of an independent set is a set of links no two of which
are adjacent, that is, a matching. The edge analogue of a covering is called
an edge covering. An edge covering of G is a subset L of E such that each
vertex of G is an end of some edge in L. Note that edge coverings do not
always exist; a graph G has an edge covering if and only if S > o. We denote
the number of edges in a maximum matching of G by Q'(G), and the
number of edges ina minimum edge covering of G by (3'(G); the num·bers
a'(G) and (3'(G) are the edge independence number and edge covering
number, of G, respectively.

Matchings and edge coverings are not related to. one another .as simply as
are independent sets and coverings; the complement of a matching need not
be an edge covering, nor is the complement of an edge covering necessarily
a matching. However, it so happens that the parameters a' and {3' are
related in precisely the same manner as are a and (3.

and

or
a' + /3.' -< v {7.3}

Now let L be a minimum edge covering ofG, set H = G[L] and let M be
a maximum matching in H. Denote the set of M-unsaturated vertices in H
by U. Since M is maximum, H[ U] has no links and therefore

ILI-IMI =IL\MI>IUI= v-21MI

(7.4)

Because H is a subgraph of. G, M is a matching in G and so

a'+(3'>IMI+ILI> v

Combining (7.3) and (7.4), we have a'+{3'= v 0

We can now prove a theorem that bears a striking formal resembla~ce to
Konig's theorem (5.3).
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Theorem 7.3 In a bipartite graph G with 5 > 0, the' number of vertices in a
maximum independent set is equal to the number of edges in a minimum
edge covering.

Proof LetG be a bipartite graph with 13 > O. By corollary 7.1 and
theorem 7.2, we have

a+(3=a'+f3'

and, since G is bipartite, it follows from theorem 5.3 that a' = (3. Thus
a = 13' 0

Even though'; the concept of an independent set is analogous to that of a
matching, there exists no theory of independent sets comparable to the
theory of matchings presented in chapter 5; for example, no good algorithm
for finding a maximum independent set in a graph is known. However, there
are two interesting theorems that relate the number of vertices in a max
imum independent set of a graph to various other parameters of the graph.
These theorems will be discussed in sections 7.2 and 7.3. .

Exercises

7.1.1 (a) Show that G is bipartite if and only if a(H»!v(H) for every
subgraph H of G.

(b) Show that G is bipartite if and only if a(H) = (3'(H) for every
subgraph H of G such that 5(H» O.

7.1.2 A graph is a-critical if a(G - e) > a(G) for all e E E. Show' that
a connected a-critical graph has·no cut vertices.

7.1.3 A graph G is f3-critical if (3(G-e)<f3(G) for all e EE. Show that

(a) a' connected f3-critical graph has ooeut vertices;
(b)* if G is connected, then (3 <: !(B + 1).

7.2 RAMSEY'S THEOREM

In this section we deal only with simple graphs. A clique of a simple graph G
is a ~ubset S of V such that G[S] is complete. Clearly, S is a clique of G if
and only if S is an independent set of GC" and so the two concepts are
complementary.

If G has no large cliques, th~n one might expect G to have a large
independent set. That this is indeed the case was first proved by Ramsey
(1930). He showed that, given any positive integers k and l, there exists a
smallest integer r(k, I) such that every graph on r(k, I) vertices contains
either a clique ·of k vertices or an independent set of I vertices .. For example,
it is easy to see that

r(l, I) = r(k, 1)~ 1 (7.5)
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and
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r(2, ,I) = I, r(k, 2) = k (7.6)

The numbers r(k, l) are known as the Ramsey numbers. The following
theorem on Ramsey numbers is due to Erdos and Szekeres (1935) and
Greenwood and Gleason (1955).

Theorem 7.4 For any two integers k:> 2 and I>2

r(k, 1)< r(k, l- 1) + r(k - 1, I) (7.7)

Furthermore, if r(k, 1- 1) and r(k -1, I) are both even, then strict inequality
holds in (7.7).

Proof Let G be a graph on r(k, 1- 1) + r(k -1, I) vertices, and let v E V.
We distinguish two cases:

(i) v is nonadjacent to a set S of at least r(k, l- 1) vertices, or
(ii) v is adjacent to a set T of at least r(k -1, l) vertices.

Note that either case (i) or case (ii) must hold because the number of
vertices to which v is nonadjacent plus the number of vertices to which v is
adjacent is· equal tor(k, 1-1) + r(k -1, I) -1.

In case (i), G[S] 'contains either a clique of k vertices or an independent
set of l- 1 vertices, and therefore G[S U {v}] contains either a clique of k
vertices or an independent set of I vertice~. Similarly, in case (ii), G[T U {v}]
contains either a cliqu:e of k vertices or an independent set. of I vertices.
Since one of case (i) and ~ase (ii) must hold, it follows that G contains either
a clique of k vertice~ or an independent set of l vertices. This proves (7.7).

Now suppose that r(k, 1- ~) and r(k - 1, I) are both even, and let G be a
graph on r(k, 1- 1) + r(k -1, I) - 1 vertices. Since "G has an odd number of
vertices, if follows from corollary 1.1 that some vertex v is of even degree;
in particular, v ·cannot be adjacent to precisely r(k - 1, I) - 1 vertices.
Consequently, either case (i) or case (ii) "above hqlds, and therefore G

.contains either a clique of k vertices or an independent set of I vertices.
Thus

r(k, l)< r(k, l-l)+r(k -1, I)-I"

as stated 0

'The determination of' the Ramsey numbers in general is' a very. difficult
unsolved problem. Lower bounds can be obtained by the construction of
suitable graphs. Consider, for exatnple, the four graphs in figure 7.2.

The 5-cycle (figure 7.2a) contains no clique of thrOee vertices and no
independent set ,of three vertices. It shows, therefore, that

r(3, 3) >6 (7.8)
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(0)

o

7 6

( c )

(b )

9 8
(d )
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Figure 7.2. (a) A (3,3)-Ramsey graph; (b) a (3,4)-Ramsey graph; (c) a (3,5)-Ramsey
. graph; (d) a (4,4)-Ramsey graph

The graph of figure 7.2b contains no clique of three vertices and no
independent set of four vertices. Hence

r(3,4»9

Similarly, the graph of figure 7.2c shows that

r(3, 5) >- 14

and the graph of figure 7.2d yields

r(4, 4):> 18

(7.9)

(7.10)

(7.11)

With the aid of theorem 7.4 and equations (7.6) we can now show that
equality in fact holds in (7.8), (7.9), (7.10) and (7.11). Firstly, by (7.7) and
(7.6)

r(3, 3) <: r(3, 2) + r(2, 3) = 6
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and therefore, using (7.8), we have r(3, 3) = 6. Noting that r(3, 3) and r(2, 4)
are both even, we apply theorem 7.4 and (7.6) to obtain

r(3', 4) < r(3, 3) + r(2, 4) -1·..·=:9

With (7.9) this gives r(3, 4) = 9. Now we again apply (7.7) and (7.6) to obtain

r(3, 5) < r(3, 4) + r(2, 5) = 14
and

r(4, 4) < r(4, 3) + r(3, 4) = 18

which, together with (7.10) and (7.11), respectively, yield r(3, 5)= 14 and
r(4, 4) = 18.

The following table shows all Ramsey numbers r(k, l) known ~o date.

123 4 5 6 7

1 1

2 1

3' 1

4 1

1 1 1 1 1 1

2 3 4 5 6 7

3 6 9 14 18 23

4 9 18

A (k, i)-Ramsey graph is a graph on r(k, l) -1 vertices that contains
neither a clique of k vertices nor an independent set of I vertices. By
definition of r(k, l) such graphs exist for all k:> 2 and l:> 2. Ramsey graphs
often seem to possess interesting structures. All of the graphs in figure 7.2
are Ramse.y graphs; the last two can be obtained from finite fields in the
following way. We get the (3, 5)-Ramsey gr~ph by regarding' the thirteen
vertices as elements of the field of integers modulo 13, and joining two
vertices· by an edge if their difference is a cubic residue of 13 (either ,1, 5, 8
or .1~); the (4, 4)-Ra~sey graph is. obtained by regarding the vertices as·
elements of the field of integers modulo 17, and joining two vertices if their
difference is a quadratic residue of 17 (either 1, 2, 4, 8, 9, 13, 15 or 16). It
has '-'been conjectured that the (k, k)-Ramsey graphs are always self
complementary (that is, isomorphic to their complements); this is true for
k = 2, 3 and 4.

In general, theorem 7.4 yields the following upper bound for r(k, l).

. (k+l-2)
Theorem 75 r(k, l) <: k -1

,'.

Proof By· :ipc,iuction on k + l. Using (7.5) and (7.6) we see that the
theorem holds w.llen k + l <: 5. Let m and n be positive integers, and assume
t.hat the theorem is .valid for all positive integers k and I such· that
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5 < k + I < m + n. Then, by theorem 7.4 and the induction hypothesis

r(m, n) <: r(m, n - 1) + r(m -1, n)

-< (m + n - 3) + (m + n - 3) = (m + n - 0

2)
m-1 m-2 m-l

'-rhus the theorem holds for all values of k and I 0

A lower bound for r(k, k) is given in the next theorem. It is obtained by
means of a powerful technique known as the probabilistic method (see Erdos
and Spencer, 1974). The probabilistic method is essentially a crude counting
argument. Although nonconstructive, it can often be applied to assert the
existence of a graph with certain specified properties.

Theorem 7.6 (Erdos, 1947) °r(k, k) >2k
/
2

Proof. Since r(l, 1) = 1 and r(2, 2) = 2, we may assume that k:> 3. De
note by 'Sn the set of simple graphs with vertex set {VI, V2, ••• , vn}, and by
'S~ the set of those graphs in 'Sn that have a clique of k vertices. Clearly

l'Snl = 2li) (7.12)

since each subset of the (;) possible edges ViVj determines a graph in 'Sn.
Similarly, the number of graphs in C§., having a particular set of k vertices as

a clique is 2m-m. Since there are (~) distinct k-element subsets of
{VI, V2, · .• , V n }, we have

By (7.12) and (7.13)

I'S~I <: (~)2(2)-m (7.13)

(7.14)I'S~I <: (n) -m nk2-m
l'Snl- k 2 < k !

Suppose, now, that n < 2k
/
2

• From (7.14) it follows that

1'Ij~1 2k2
/
22-m 2k

/
2

1

l'Snl < k ! = k! < 2

Therefore, fewer than half of the graphs in CDn contain a clique of k vertices~

Also, because 'Sn = {G IGC E C§n}, fewer than half of the graphs in C§n
contain an independent set of k vertices. Hence some graph in 'lln contains
neither a clique of k vertices nor an independent set of k vertices. Because
this holds for any n < 2k/2:1 we have r(k, k) >- 2k

/
2 D

From theorem 7.6 we can immediately deduce a lower bound for r(k, I).
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Corollary 7.6 If r:n = min{k, I}, then r(k, l) > 2m
/
2

All known lower bounds for r(k, I) obtain-ed by constructive arguments
are much weaker thalO. that given_ in corollary 7.6; the best is due to Abbott
(1972), who shows that r(2n + 1,2"+ 1):> 5"+ 1 (exercise 7.2.4).

The Ramsey numbers r(k, I) are sometimes defined in a slightly different
way from that given at the beginning of this section.- One easily sees that
r(k, I) can be thought of as the smallest integer n such that every 2-edge
colouring (E 1 , E 2) of K n cQntains either a complete subgraph on k vertices,
all of whose edges are in colour 1, or a complete subgraph on I vertices, all
of whose edges are in colour 2. Expressed in this form, the Ramsey numbers
have a natural generalisation. We define r(k 1 , k2 , ••• , km ) to be the smallest
integer n such that every m-edge colouring (E 1 , E 2 , ••• , Em) of Kn contains,
for some i, a complete subgraph on k i vertices, all of whose edges are in
colour i. -

Tl~e following theorem and corollary generalise (7.7) and theorem· 7.5,
and can be proved in a similar manner. They are left as-an exercise (7.2-.2).

Theorem 7.7 r(k}, k2~ ... , km )-< r(k1-l, k 2 , ••• -, km )+
t(k 1, k2 -1, ... , km )+ ... +r(k 1 , k 2 , ••• , km-l)-m +2

Exercises -:

7.2.1 Show that, for _all k and " r(k, l) = r(l, k).
7.2.2 Prove theorem 7.7 and corollary 7.7.
7.2.3 Let rn denote the Ramsey number r(k 1, k2 , ••• , kn) with k i = 3 for all

I.

(u) Show that Yo -< n(rn-l - 1) + 2..
(b ) Noting that r2 = 6, use (a) to show that rit < [n! e] + 1.
(c) Deduce that '3 <: 17.

(Greenwood and Gleason, 19-55 have shown -that r3 = 17.)

7.2-.4 The composition ~f simple g-raphsG _and H is the simple graph G[H]
with vertex set V(G) x V(H), in which (u, v) is adjacent to (u', v') if
and only if either UU'E E(G) or u = it' and vv' E E(H).

(a)- Sho'w that a(G[H])-< a(O)a(H).
(b) Using (a), show that·

r(kl +1, kl + 1.) -1 >- (r(k + 1,·k + 1)-1) x (r(l_.+ 1, 1+1)-1)

(c) Deduce that r(2n
~-1, 2" + 1) > 5° + 1 for all n':> o.

(H. L. Abbott) -
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7.2.5 Show that the join of a 3-cycle and a 5-cycle contains no K6 , but that
every 2-edge colouring yields a monochromatic triangle.

(R. L. Graham)
(Folkman, 1970 has constructed a graph containing no K4 in which

every 2-edge colouring yields a monochromatic triangle-this graph
has a very large number of vertices.)

7.2.6 Let Gt, G 2 , ••• ,Gm be simple graphs. The generalised Ramsey
number r(Gt, G 2, ••• , G m) is the smallest integer n such that every
m-edge colouring (E 1, E 2, ••• ,Em) of Kn contains" for some i, a
subgraph isomorphic to G i in colour i. Show that

(a) if G is a path of length three and H is a 4-cycle, then
r(G, G) =5,r(G, H) = 5 and r(H, H) = 6;

(b)* if T is any tree on m vertices and if m -1 divides n -1, then
r(T, K1,n) = m + n - 1;

(c)* if T is any tree on m vertices, then r(T, Kn) = (m -1)(n -1)+ 1.
(V. Chvatal)

7.3 TURAN'S THEOREM

In this section, we shall prove a well-known theorem due to Turan (1941).
It determines the maximum number of edges that a simple graph on v
vertices can have without containing a clique of size m + 1. Turan's theorem
has become the basis of a significant branch of graph theory known as
extremal graph theory (see Erdos, 1967). We shall derive it from the
following result of 'Erdos (1970).

Theorem 7.8 If. a simple graph G contains no Km+ 1, then G is degree
majorised by some complete m-partite graph H. Moreover, if G has the
same degree sequence as H, then G:::: H.

Proof By induction on m. The theorem is trivial for m = 1. Assume that
it holds for all m < n, and let G be a simple graph which contains no Kn + 1•

Choose a vertex u of degree a in G, and set G 1 = G[N(u)]. Since G
contains no Kn+ 1 , G 1 contains no K n and therefore, by the induction
hypothesis, is degree-majorised by some complete (n -I)-partite graph H •.

Next, set V. = N(u) and V2 = V\VI, and denote by G 2 the graph whose
vertex set is V2 and whose edge set is empty. Consider the join G 1 v G2 of
G t and ·G2 • Since ~

(7.15)

and since each vertex of V2 has degree a in G 1 v G 2 , G is degree-majorised
-by G 1 v G 2 • Therefore G is also degree-majorised by the complete n-partite
graph H = HI V G 2 • (See figure 7.3 for illustration.)
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G(3,3,4,4.4,4,5,5)

4

4
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u

Another diagram of G
with G, =G[N(u)] indicated

5

5

5

5

5

5

5

5

5

5

5

5

G, v G
2

(5,5,5,5,5,5,5,5)

Figure 7.3

Suppose, now, that G has the same degree sequence as H. Then G has
the same degree sequence as G I v G 2 and hence equality must hold in (7.15).
Thus, in G, every vertex of VI must be joined to every vertex of V2 • It
follows that G = G 1 V G 2 - Since G = G 1 V G2 has the same degree sequence
as H =HI V O 2 , the graphs G I and HI must have the same degree sequence
and therefore, by the induction hypothesis, be isomorphic. We conclude that
G:::: H 0

It is interesting to note that the above theorem bears a striking si~ilarity

to theorem 4.6.
Let Tm,n denote the complete m-partite graph on n vertices in which all

parts are as equal in size as possible; the graph H of figure 7.3 is T3,s.

Theorem 7.9 If G is simple and contains no Km+l, then e(G) <: e(Tm •v ).

Moreover, £(G) = e(Tm,lI) only if G:::: Tm,v.
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Proof Let G be a simple graph that contains no Km+ 1• By theorem 7 .8, G
is degree-majorised by some complete m-partite graph H. It follows from
theorem 1.1 that

e(G) < e(H)

But (exercise 1.2.9)

e(H) < e(Tm,v)

Therefore, from (7.16) and (7.17)

B(G)< B(Tm,v)

(7.16)

(7.17)

(7.18)

proving the first assertion.
Suppose, now, that equality holds in (7.18). Then equality must hold in

both (7.16) and (7.17). Since e(G) = e(H) and G is degree-majorised by H,
G must have the same degree sequence as H. Therefore, by theorem 7.8,
G == H. Also, since £ (H) = e(Tm,.,), it follows (exercise 1.2.9) that H == Tm,v.

We conclude that G ~ Tm,lJ ·0

Exercises

7.3.1 In a group of nine people, one person knows two of the others, two
people each know four others, four each. know five others, and the
remaining two each know six oth.ers. S.how that 'there are three
people who all know one another.

7.3.2 A certain bridge club has a special rule to the effect thal four
members may play together only if no two of them have previously
partnered one another. At one meeting fourteen members, each of
whom has previously partnered five others, turn up. Three games are
played, and then proceedings come to a halt because of the club rule.
Just as the members are preparing to leave, a new member, unknown
to any of them, arrives. Show that at least on'e more g'ame can now
be played..

. 7.3~3 (a) Show that if G is simple and e > v 2 /4, then G contains a
. triangle.

(b)· Find a simple graph G with e = [v 2/4] that contains no triangle.
(c)* Show that if G is simple and· ·not bipartite with E >

«v - 1)2/4) + 1, then G contains a triangle.
(d) Find a simple non-bipartite graph G with e = [(v - 1)2/4] + 1

that containsno triangle. . (P. Erdos)

7.3.4 (a)* Show. that if G is simple andv~(d~v»)>(m~1)(;), then G
contains K 2•m (m:> 2).

1 3

(m -1)2V2 v
(b ) Deduce that if G is simple and e > 2 +4' then G

contains K2•m (m:> 2}.
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(c) Show that, given a set of n points in the plane, the number of
pairs of points at distance exactly 1 is at most n!/J2 + n/4.

. (m _1)1/m v2-1/m (m -l)v
Show that if G is simple and e > 2 + 2 then G

contains Km •m •

APPLICATIONS

7.4 SCHUR'S THEOREM

Consider the partition ({I, 4,1.0, 13}, {2, 3,11, 12}, {5, 6, 7,8; 9}) of the set
of .integers {I, 2, ... , 13}. We observe that in no subset of the partition are
there integers x, y and z (not necessarily distinct) which satisfy the equation

x+y=z (7 ..19)

Yet, no matter how we partition {I, 2, ... , 14} into three subsets, there
always .exists a subset of the partition which. contains a solution to (7.19).
Schur (1916) proved that, in general, given any positive integer n, there
exists an integer fn such that, in any partition of {I, 2, ... , In} into n subsets,
there is ~ subset which contains a solution to (7.19). We shall show how
Schur's theorem follows from the existence of the Ramsey numbers rn

(defined in exercise 7.'2.3).

·Theorem 7. )'0 Let (51, 52, ... ,So) be any partition of the set of integers
{1, 2, ... ,rn}. Then, for some i, Si contains three integers x, y and z
satisfying the equation x +.Y = z.

.Proof Consi.der the complete graph whose vertex set. is {I, 2, ... , rn}.
Colour the edges of this graph in colours 1, 2, ... ,n by the rule that the
edge uv is assigned colour j if and only if Iu - vi E Sj. By Ramsey's theorem
(7.7) there exists a mo~ochromatic triangle; that is, there are three' vertices
a, band c such that ab, be and ,ca have the same colour, say i. Assume,
without los~ of generality that a> b > c and write x. = a - b, y = b -'c and
z = a-c. Then x, y, Z E Si -and x + y = z 0

Let So denote the least integer such that, in any partition of {1, 2, ... , so}
into n subsets, there is a subset which contains a solution to (7.19). It can he
easily seen that 51 = 2, 82 = 5· and S3 = 14 (exercise 7.·4.1). Also, from theorem
7.10 a~d exercise 7.2.3 we have the upper bound

Sn <: rn < [n! e.l+ 1

Exercise7.4.2b provides a lower bound for Sn-
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Exercises

7.4.1 S'how that 81 = 2, S2 = 5 and S3 = 14.
7.4.2 (a) Show that So > 3sn - 1 - 1.

(b) Using (a) and the fact that S3 = 14, show that Sn:> !(27(3)O-3 + 1).
(A better lower bound has been obtained by Abbott and Moser,
1966.)

7.5 A GEOMETRY PROBLEM

The diameter of a set S of points in the plane is the maximum distance
between two points of S. It should be noted that this is a purely geometric
notion and is quite unrelated to the graph-theoretic concepts of diameter
and distance.

We shall discuss sets of diameter 1. A set of n points determines (;)

distances between pairs of these points. It is intuitively clear that if n is
'large', then some of these distances must be 'small'. Therefore, for any d
between 0 and 1, we can ask how many pairs of points in a set
{Xl, X2, ••• ,xn} of diameter 1 can be at distance greater than d. Here, we
shall present a solution- to one special case of this problem, namely when
d = 1/J2.,

As an illustration, consider the case n = 6. We then have 'six points Xl, X2,

X3, X4, Xs and X6. If we place them at the vertices of a regular hexagon so that
the pairs (Xl, X4), (X2, xs) and (X3, X6) are at distance 1, as shown in figure
7.4a, these six points constitute a set -of diameter 1.

It is easily calculated that the pairs (Xl, X2), (X2, X3), (X3, X4), (X4, Xs), (Xs, X6)
and (X6, Xl) are at distance 1/2, and the pairs (Xl, Xj), (X2, X4), (X3, Xs), (X4, X6),
(Xs, Xl) and (X6, xi) are at distance J3/2. Since J3/2 > J2/2 = 1/J2, there are
nine pairs of points at distance greater than 1/J2 in this set of diameter 1.

(a )

x,

Figure 7.4
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However, nine is not the best that we can do with six points. By placing the
points in the configuration shown in figure 7Ab, all pairs of points except
(Xl, X2), (X3, X4) and (xs, X6) are at distance greater than 1/.J2. Thus we have
twelve pairs at distance greater than 1/.J2; this is, in fact, the best we can do.
The solution to the problem in general is given by the following theorem.

Theorem 7.11 If {Xl, X2, ••• ,xn } is a set of diameter 1 in the plane, the
maximum possible number of pairs of points at distance greater than 1/.J2 is
[n 2/3]. Moreover, for each n, there is a set {Xl, X2, ••• , xn} of diameter 1 with
exactly [n 2/3] pairs of points at distance greater than 1/.J2.

Proof Let G be the graph defined by

V(G) = {Xl, X2, ••• , Xn}.

and
E(G) = {XiXj Id(Xi, Xj) > 1/.J2}

where d(xi, Xj) here denotes the euc.lidean distance betweeQ Xi and Xj. We
shall show that G cannot contain a K 4 •

First, note that any four points in the plane. must determine an angle of at
least 90°. For the convex hull of the points is either (a) a line, (b) a triangle,
or (c) a quadrilateral (see figure 7.5). Clearly, in each case there is an angle
XjXjXk of at least 900

• .

Now look at the three points Xi, Xj, Xk which determine this angle..Not all
the distances d(Xi, Xj), d(Xi, Xk) and d(Xh Xk) can be greater than 1/.J2 and
less than or equal to 1. For, if d(Xi, Xj) > 1/.J2 and d(xj, Xk) > 1/.J2, then
·d(xi, Xk) > 1. Since the set {Xl, X2, ••• , xn} is assu·med. to have diameter 1, it
follows that, of any four points in G, at least one pair cannot be joined by an
edge, and hence that G cannot contain a K 4 • .By Tllran's theorem (7.9) .

e(G) <: e(T3,n) = [n 2/3]

One can construct a set {Xl, X2, ••• ,xn} of diameter 1 in which exactly

Xi

(a) . (b)

Figure 7.5

(c )
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[n
2/3J pairs of points are at distance greater than l/J2 as follows. Choose r

such that' 0 < r < (1- l/J2)/4, and draw three circles of radius r whose
centres are at a distance of 1- 2r from one another (figure 7.6). Place
Xl, • • • , X[n/)) in one circle, X[n/3)+1, ••• ,X[2n/3) in another, and xr::!n::\]+l~ ., •• , X n in
the third, in such a way that d(xI, xn ) = 1. This set clearly has diameter 1.
Also, d(xi, Xj) > l/J2 if and only if Xi and Xj are indifferent circles, and, so
there are exactly [n 2/3] pairs (Xi, Xj) for which d(xi, Xj) > l/J2 ,0 .

Exercises

7.5.1* Let {Xl, X2, .•. , xn } be a set of diameter 1 in the plane.

(a) Show that the maximum possible number of pairs of points at
distance 1 is n.

(b) Construct a set {Xl, X2, ... ,xn } of diameter 1 in the plane in
which exactly n pairs of points are at distance 1. (E. Pannwitz)

7.5.2 A flat circular city of radius six miles is patrolled by eighteen police
cars, which communicate with one another by radio. If the range of a
radio is nine miles, show that, at any time, there are always at least
two cars each of which can communicate with at least five other cars.
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8 Vertex Colourings

8.1 CHROMATIC NUMBER

In chapter 6 we studied edge colourings of graphs. We now turn our
attention to the analogous concept of vertex colouring.

A k -vertex colouring of G is an assignment of k colours, 1, 2, ... , k, to
the vertices of G; the colouring is proper if no two distinct adjacent vertices
have the same colour. Thus a proper k-vertex colouri~g of a loopless graph
G is a partition (VI, V 2 , ••• , V.) of V into k (possibly empty) independent
sets. G is k-vertex-colourable if G has a proper k-vertex colouring. It will
be convenient to refer to a 'proper vertex colouring' as, simply, a colouring
and to a 'proper k-vertex colouring' as a k-colouring;we shall similarly
abbreviate 'k-vertex-colourable' to k-colourable.' Clearly, a graph is k
colourable if and only if its underlying simple graph is k-colourable.
Theref~re, in discussing colourings, we shall restrict oU,rselves to simple

'graphs; a simple graph is 1-colourable if and only if it is empty, and
2-colourable if and only 'if it is bipartite. The chromatic number, x(G), of, G
is the minimum k for which G is k-colourable; if X(G) = k, G is said to be
k-chromatic. A 3-chromatic graph is shown in figure 8.1. It has the indicated

"o3-colouring, and is not 2-colourable since' it is not bipartite.
It is helpful, when dealing with colourings, to study the properties of a

special class of graphs called critical graphs. We say that a graph G is critical
if X(H) < x(G) for' every proper subgr,aph H of G. Such. graphs were first
investigated by D.irac (1954). A k-critical graph is one that is k-chromatic
and critical; every k-chromatic graph has a k-critical subgrilph. A 4-critical
graph" due to Grotzsch (1958), is shown in figure 8.2.

An easy consequence of the definition is that every critical graph is
connected. The following theorems establish some of the basic properties of
critical graphs.

Theorem 8.1 If G is k -critical, then 8:> k - 1 ~'

Proof By contradiction. If possible, let G be a k -critical graph with
a< k -1, and let v be a vertex of degree 8 in G. Since G is k-critical, G - v
is (k -l)-colourable. Let (VI, V 2 , ••• , Vk - I) -be a (k - I)-colouring of G - v.
By definition, v is adjacent in G to 5 < k -'I v'ertices, and therefore v must
be nonadjacent in G to every vertex of some Vj. But then (Vt , V 2 , ••• , V j U
{v}, ... , Vt - t ) is a (k -I)-colouring of G, a contradiction. Thus 8> k -1 0
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Figure 8.1. A 3-chromatic graph

Corollary 8.1.1 Every k-chromatic graph has at least k vertices of degree
at least k -1.

Proof Let G be a k-chromatic graph, and let H be a k-critical subgraph
of G. By theorem 8.1, each vertex of H has degree at least k -1 in H, and
hence also in G. The corollary now follows since H; being k-chromatic,
clearly has at least k vertices 0

Corollary 8.1.2 . For any graph G,

x<~+l

Proof This is an immediate consequence of corollary 8.1.1 0

Figure 8.2. The Grotzsch graph-a 4-critical graph
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Let S be a vertex cut of a connected graph G, and let the ·components of
G - S have vertex sets VI, V 2 , ••• , Vn • Then the subgraphs G i = G[V U S]
are called the S-components of G (see figure 8.3). We say that colourings of
G I , G2, ... , Gn agree on S if, .for every v E 5, vertex v is assigned the same
colour in each of the colourings..

Theorem 8.2 In a critical graph, no vertex cut is a clique.

Proof By contradiction. Let G be a k-critical graph, and suppose that G
has a vertex cutS that is a clique. Denote the S-components of G r
G t , G2 , ••• , G n • Since G is k -critical, each G i is (k - l)-colourable. Furth~ ·
more, because S is a clique, the vertices in S must receive distinct colours in
any (k -I)-colouring of Gi~ It follows that there are (k -I)-colourings of
G t , G 2 , ••• ,Gn which agree on S. But these colourings together yield a
(k -I)-colouring of G, a contradiction 0

Corollary 8.2 Every critical graph is a block.

Proof If v is a cut vertex, then {v} is a vertex cut which is also, trivially, a
clique. It follows from theorem 8.2 that no critical graph has a cut vertex;
equivalently, every critical graph is a block 0 .

Another consequence of theorem 8.2 is that if a k -critical graph G has a
2-vertex cut .{u, v}, then u and v cannot be adjacent. We shall say that a
{u,v}-component G i of G is of type 1 if every (k -'I)-colouring of G i assigns
the same colour to u"and v, and of t.ype 2 if every (k -I)-colouring of G i

assigns different colours to u and v (see figure 8.4).

Theorem 8.3 (Dirac, 1953) Let G be a k-critical·graph with a 2-vertex cut
{u, v}. Then

(i) G = G t U G 2 , where G i is a {u, v}-component of type i (i = 1,2), and

(0) (b)

Figure 8.3. (a) G; (b) the {u, v}-components of G
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v
Type 1

v v
Type 2

Figure 8.4

(ii) both G1 + uv and G2 • uv are k-critical (where G 2 • uv denotes the graph
obtained from G2 by identifying u and v).,

Proof (i) Since G is critica~, each {u, v}-component of G is (k -1)
colourable. Now there cannot exist (k -1)-colourings of these {u, v}
components all of which agree on {u, v}, since such colourings would
together yield a (k -I)-colouring of G. Therefore there are two {u, v}
components G1and G 2 such that no (k -I)-colouring of G1agrees with any
(k -I)-colouring of G2 • Clearly one, say GJ" must be of type I and the
other, G

2
, of type 2. Since G t and G 2 are of different types, the subgraph

G1U G
2

of G is not (k -I)-colourable. Therefore, because G is critical, we
must have G = G 1 U G 2 •

(ii) Set H 1 = G t + uv. Since G t is of type 1, H t is k-chromatic. We shall
prove that H t is critical by showing that, for every edge e of HI, H t - e is
(k -l)-colourable. This is clearly so if e= uv, since then H t - e = G t • Let e
be some other edge of H t • In any (k -I)-colouring of G - e, the vertices u
and v must receive different colours, since G2 is a subgraph of G - e. The
restriction of such a colouring to the vertices of G t is a (k -l)-colouring of
H 1 - e. Thus G 1 + uv isk -critical. An analogous argument shows that G2 • UV

is k-critical 0

Corollary 8.3 Let G be a k-critical graph with a 2-vertex cut {u, v}. Then

d(u) + d(v).~3k - 5 (8.1)

Proof Let G1 be the {u, v}-component of type 1 and G2 the {u, v}
component of type 2. Set -H1 = G 1 + uv and H2 = G2 • uv. By theorems 8.3
and 8.1

and
dH2(w»k-l

where w is the new vertex obtained by identifying u and v.

It follows that
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These two inequalities yield (8.1) 0

Exercises

8.1.1
8.1.2

8.1.3

8.1.4

8.1.5

8.1.6*

8.1.7

8.1.8

8.1.9

8.1.10

8.1.11

8.1.12
8.1.13

Show that if G is simple, then X";?V 2/(v 2 -2B).
Show that if any two odd cycles of G have avertex in common,
then X -< S".
Show that if G has degree sequence (d

"
dz, • •• , d,,) with d 1 >d2 ";?

· · .:> dv , then X <max min {d i + 1, i}.
i

(D. J. A. Welsh and M. B. Powell)
Using exercise 8.1.3, show that

(a) X < {(2e)!};
(b) X(G)+X(GC)<v+1. (E.A. Nordhaus and J. W. Gaddum)
Show that X(G) <: 1 +max 8(H), where the maximum is taken over
all induced subgraphs H of G. (G. Szekeres and H. S. Wilf)
If a k-chromatic graph G has a colouring in which each colour is
assigned to at least two vertices, show that G has a k-colouring of
this type. (T. Gallai)
Show that the only I-critical graph is Kt , the only 2-critical graph is
K 2 , and the only 3-critical graphs are the odd k-cycles with k ";? 3.
A graph G is uniquely k-colourable if any two k-colourings of G
induce the same partition of V. Show that no vertex cut of a
k-critical graph induces a uniquely (k -I)-colourable subgraph.
(a) Show that if u and v are two vertices of a critical graph G, then.

N(u)~N(v).

(b) Deduce that no k-critical graph has exactly k + 1 vertices.
Show that

(a) X(G1 v G2 ) = X(G1)+ X(G2);.

(b) G 1 v G2 is critical if and only if both G 1 and G 2 are critical.

Let G 1 and G2 be two k-critical graphs with exactly one vertex v in
common, and let vv I and VV2 be edges of G 1 andG2 • Show that the
graph (G1 -VVt)U(G2 -VV2)+VIV2 is k-critical. (G~ Haj6s)
For n = 4 and all n > 6, construct a 4-critical graph on n vertices.
(a)* Let (X, Y) be a partition of V such that G[X] and G[Y] are

both n-colourable. Show that, if the edge cut [X, Y] has at
most n -1 edges, then G is also n-colourable.

(P. C. Kainen)
(b) Deduce that every k-critical graph is (k -I)-edge-connected.

. (G. A. Dirac)
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8.2 BROOKS'THEOREM

The upper bound on chromatic number' given in corollary 8.1.2 is sometimes
very much greater than the actual value. For example, bipartite graphs are
2-chromatic, but can have arbitrarily large maximum degree. In this sense
corollary 8.1.2 is a considerably weaker result than Vizing's theorem (6.2).
There is another sense in which Vizing's result is stronger. Many graphs G
satisfy X' = A+ 1 (see exercises 6.2.2 and 6.2.3). However, as is shown in the
following theorem due to Brooks (1941), there are only two types of graph
G for which X = A+ 1. The proof of Brooks' theorem given here is by
Lovasz (1973).

Theorem 8.4 If G is a connected simple graph and is neither an odd cycle·
nor a complete graph, then X -< A.

Proof Let G be a k-chromatic graph which satisfies the hypothesis of the
theorem. Without loss of generality, we ~ay assume that G is k-critical. By
corollary 8.2, G is a block. Also, since I-critical and 2-critical graphs are
complete and 3-critical graphs are odd cycles (exercise 8.1.7), we have k >4.

If G has a 2-vertex cut{u, v}, corollary 8.3 gives

2A> d(u) + d(v):> 3k - 5 >2k-1

This implies that X = k -< ,A, since 2A is even.
Assume, then, that G is 3-connected. Since G is not complete, there are

three vertices u, v andwin G such that UV, vw E E and uw e E (exercise
1.6.14). Set U = Vt and w = V2 and. let V3, V4, ••. , Vv = v be any ordering of
the vertices of G - {u, w} such that each Vi is adjacent to some Vj with j > i.
(This can be achieved by arranging the vertices of G - {u, w} in nonincreas
ing order of their distance from v.) We can now describe a A-colouring of
G: assign colour 1 to VI = U and V2 = w; then successively colour
V3, V4, ••. , vv , each with the first available colour in the list 1, 2, ... ,A. By
the construction 'of the sequence VI, V2, ••• , Vv , each vertex Vi, 1<: i -< v -1, is
adjacent to some vertex Vj with j> i, and therefore to at most A-1 vertices
Vj with j < ,i. It follows that, when its turn comes to be coloured, Vi, is
adjacent to at most a-1 colours, and thus that one of the colours
1, 2, ... , A will be available. Finally, since vv is adjacent to two vertices of
colour 1 (namely VI and tJ2), it is adjacent to at most A~ 2 other colours and
can be assigned one of the colours 2, 3, ... ,A 0

Exercises

8.2.1 Show that Brooks' theorem is equivalent to the following statement:
if G is k-critical (k >4) and not complete, then 2£ :> v(k -1)+ 1.
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8.2.2 Use Brooks' theorem to show that if G is loopless with 4 =3, then
X'<4.

8.3 HAlOS' CONJECTURE

A subdivision of a graph G is a graph that can be obtained from G by a
sequence of edge subdivisions. A subdivision of K 4 is shown in figure 8.5.
Although no necessary and sufficient condition for a graph to be k
chromatic is known when k > 3, a plausible necessary condition has been
proposed by Hai.6s (1961): if G is k-chromatic, then G contains a subdivi
sion of K k • This is known as Hajas' conjecture. It should be noted that the
condition is not sufficient; for example, a4-cycle is a subdivision of K 3, but
is not 3-chromatic.

For k = 1 and k = 2, the validity of Hajos' conjecture is obvious. It is also
easily verified for k = 3, because a 3-chromatic graph necessarily contains an
odd cycle, and every odd: cycle is a subdivision of K 3 • Dirac (1952) settled
the case k = 4.

Theorem 8.5 If G is 4-chromatic, then G contains a subdivision of K 4 •

Proof Let G be a 4-chromatic graph. Note that if some subgraph of G
contains a subdivision of K 4 , then so, too, does G. Without loss of general
ity, therefore, we may assume that G is critical, and hence that G is a block
with 8:> 3. If v = 4, then G is K4 and the theorem holds trivially. We
proceed by induction on v. Assume the theorem true for all 4-chromatic
graphs with fewer than n vertices, and let v(G) = n > 4.

Suppose, first, that G has a 2-vertex cut {~,v}. By theorem 8.3, G has two
{u, v}-components G 1 and G 2, where G 1 + uv is 4-critical. Since v(G I + uv) <
v(G), we can apply the induction hypothesis and d"educe that G 1 + uv

Figure 8.5. A subdivision of K..
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contains a subdivision of K 4 • It follows that, if P is a (u, v)-path in G 2, then
Gt U P contains a subdivision of K4- Hence so, too, does G, since G1 U P c G.

Now suppose that G is 3-connected. Since 8:> 3, G has a cycle C of
length at least four. Let u and v be nonconsecutive verti~es on C. Since
G - {u, v} is connected, there is a path P in G - {u, v} connecting the two
components of C -{u, v}; we may assume that the origin x and the terminus
yare the only vertices of P on C. Similarly, there is a path Q in G - {x, y}
(see figure 8.6).

If P and Q have no vertex in common, then CU P U Q is a subdivision of
K 4 (figure 8.6a). Otherwise, let w be the first vertex of P on Q, and let P'
denote the (x, w)-section of P. Then C U P' U Q is a subdivision of K4 (figure
8.6b). Hence, in both cases, G contains a subdivision of K4 0

Haj6s' conjecture has not yet been settled in general, and its resolution js
known to be a very difficult problem. There is a related conjecture due to
Hadwiger (1943): if G is k-chromatic, then G is 'contractible' to a graph
which contains K k • Wagner (1964). has shown that the case k = 5 of
Hadwiger's conjecture is equivalent to the famous four-colour conjecture, to
be discussed in chapter 9.

Exercises

8.3.1* Show that if G is simple and has at most one vertex of degree less
than three, then G contains a subdivision of K4 •

8.3.2 (a)* Show that if G is simple with v~4 and B:>2v-:-2, then G
contains a subdivision of K 4 •

(b) For v:> 4, find a simple graph G. with B= 2v - 3 that contains
no subdivision· of K4 •

x

(a )

Figure 8.6

x

( b)
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In the study of colourings, some insight can be gained by considering not
only the existence of colourings but the number of such colourings; this
approach was developed by Birkhoff (1912) as a possible means of attacking
the four-colour conjecture.

We shall denote the number of distinct k-colourings of G by 1Tk(G); thus
7Tk(G) > 0 if and only if G is k -colourable. Two colourings are to be
regarded as distinct if some vertex is assigned different colours in the two
colourings; in other words, if (VI, V 2 , ••• , Vk ) and (V~, V~, ... , V~) are two
colourings, then (VI, V 2 , ••• , Vk ) = (V;, V~, ... , V~) if and only if Vi = V:
for 1 <: i' <: k. For example, a triangle has the six distinct 3-colourings shown
in figure 8.7. Note that even though there is exactly one vertex of each
colour in each colouring, we still regard these six colourings as distinct.

If G is empty, then each vertex can be independently assigned anyone of
the k available colours. Therefore 7Tk(G) = k V. On the other hand, if G is
complete, then there are k choices of colour for the first vertex, k - 1
choices for the second, k - 2 for the third, and so on. Thus, in this case,
1Tk(G) = k(k -1) ... (k - v + 1). In general, there is a simple recursion .for
mula for 1Tk(G). It bears a close resemblance to the recursion formula for
T(G) (the number of spanning trees of G), given in theorem 2.8.

Figure 8.7

Theorem 8.6 If G is simple, then 1Tk(G) = 1Tk(G - e) -1Tk(G · e) for any edge
e of G. .

Proof Let u and v .be the ends ofe. To each k~colouring of G - e that
assigns the same colour to u ~nd v, there corresponds a k -colouring. of G · e
in which the vertex of G· e formed by identifying u and v is assigned the
common colour of u and v. This correspondence is clearly a bijection (see
figure 8.8). Therefore '7Tk(G· e) is' 'precisely the number of" k-colourings of
G - e in which u and v are assigned the same colour. '

Also, since each k-,colouring of G ~ e that assigns different colours tou
and v is" a k -colouring of G, and conversely,1Tt(G) is the number of
k -colourings of G - e in which u and v are assigned different colours. It
follows that 1Tk(G -e) = 1Tk(G) + 7Tk(G· e) 0
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Figure 8.8

Graph Theory with Applications

Corollary 8.6 For any graph G, '7Tk(G) is a polynomial in k of degree v,
with integer coefficients, leading term k" and constant term zero. Further-
more, the coefficients of '7Tk(G) alternate in sign.

Proof By induction on e. We may assume, without loss of generality,
that G is simple. If e = 0 then, as has already been noted, '7Tk(G) = k", which
trivially satisfies the conditions of the corollary. Suppose, now, that the
corollary holds for all graphs with fewer than m edges, and let G be a graph
with m edges, where m:> 1. Let e be any edge of G. Then both G - e and
G · e havem - 1 edges, and it follows from the induction hypothesis that
there are non-negative integers a., a2, ... , a..-I and b., b2, · · · , b,,-2 such that

",-I

'7Tk(G-e)= L (_l)"-iaiki+k"
i-I

and ,,-2
'7Tk(G •e) = L (-1)"-:-1biki+ k ,,-I

i-I

,,-2

=L (-1)"-i(ai+bi)ki -(a..-I+l)k"-I+k"
i-I

Thus G, too, satisfies the conditions of the corollary. The result follows by
the principle of induction 0

By virtue of corollary 8.6, we can now refer to the function 1Tk(G) as the
chromatic polynomial of G. Theorem 8.6 provides a means of calculating the
chromatic polynomial of a graph recursively. It can be used in either of two
ways:

(i) by repeatedly applying the recursion '7Tk(G) = '7Tk(G - e) - '7Tk(G · e), and
thereby expressing '7Tk(G) as a linear. combination of chromatic polyno-
mials of empty graphs, or

(ii) by repeatedly applying the recursion '7Tit(G - e) = '7Tk(G) + '7Tk(G · e), and
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Figure 8.9. Recursive calculation of 1Tk(G)




