Introduction to

Linear and Combinatorial Optimization

4 Simplex Method

4.1 Basic Version



I Basic Idea

Rough Description of Simplex Algorithm
. Start from a basic feasible solution
- In each iteration, move to a better adjacent vertex

« ... until no further improvement can be found
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EE— Linear Program in Standard Form
Throughout this section, we consider the following standard form problem:
minimize c¢'x
subjectto A-x=b
x=0
with A € R™" rank(A) = m, b € R™, and c € R"



I Some Notation

« a basis is a vector B = (B(1),..., B(m)) with

{B(1),...,B(m)} c {1,..., n} and rank(Agq), ..., Ap(m)) = m

- for a basis B, a corresponding non-basis is a vector

N = (N(Q1),...,N(n - m)) with
{B(1),...,B(m)} u {N(1),..., N(n- m)} = {1,...,n}

. we write j € Bif j = B(i) for some i € {1,..., m} and

j € Nifj = N(i) for some j € {1,...,n - m}
- for x € R", the basic vector is xg = (Xg(1), ... , XB(m)) and the non-basic vector is

XN = (XN(1), s xN(n—m))
- the basic matrix is Ag = [Ap), ..., Apm)] and
. the non-basic matrix is AN = [AN@1)s -+ » AN(n-m)]

n
Ax=b <= Zij]:b — Apxp+Anxy =10
=1

4

4



I Basic Directions als

Observation 4.1 The values of the basic variables xp in the system A - x = b are
uniquely determined by the values xn of the non-basic variables.

Proof: A-x=b << Ap-xg+Anxy=0Db
< xg= Aélb - Z A;ijj L]
JEN

. for fixed j € N, let d € R" be given by

di =1, dy :=0 forj’€ N\{j} and ds := -AF - Aj.
o then A-(x+0d)=bforall  €R
« dis called the jth basic direction



I Feasible Directions 4l6

Definition 4.2 Let P ¢ R" a polyhedron. For x € P the vector d € R"\ {0} is a
feasible direction at x if there isa 8 > 0 with x + 6 d € P.

Example: Some feasible directions at several points of a polyhedron.
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E— Basic Directions and Feasible Directions
Consider a basic feasible solution x.

Question: Is the jth basic directions d a feasible direction?

Case 1: If x is a non-degenerate feasible solution, then xg > 0 and x + 8 d = 0 for
0 > 0 small enough. —  answer is yes!

Case 2: If x is degenerate, the answer might be no!
E.g. if xg;) = 0 and dp(; < 0, then x + 0d £ 0, forall 0 > 0.

Example:n=5 m=3,n-m=2

« 1st basic direction at y is
feasible
(basic variables x2, x4, Xs5)

« 3rd basic direction at z is

infeasible

(basic variables x1, X3, Xx4)




I Reduced Cost Coefficients a8

Consider a basic solution x.

Question:
How does the cost change when moving along the jth basic direction d?

" (x+0d)=c -x+0c -d=c"x+0(c-cs - AF A

Cj =
Definition 4.3 For a given basis B and corresponding basic solution x, the reduced

cost of variable xj, j = 1,..., n,is

G = ~—cBAB - Aj.

| Observation 4.4 The reduced cost of a basic variable xp; is zero.

Proof: cg;) = cp(j) - CE . Aél - Api) = ¢p(i) — ¢ = 0 |
—_—



Optimality Criterion alo

Theorem 4.5 Let x be a basic feasible solution and ¢ the vector of reduced costs.
A If ¢ = 0, then x is an optimal solution.

[ If x is an optimal solution and non-degenerate, then ¢ = 0.

Definition 4.6 A basis B (or a basis matrix Ap) is optimal if
Ag' - b=0and

mc =c -c¢-A-A=o0.

Observation 4.7 If B is an optimal basis, the associated basic solution x is feasible

and optimal.



I Proof of Theorem 4.5

B
Let B be the basis corresponding to x and let y € P. Then,

T T T
C Yy=C - YBtCNIN

cs - (Ajg1 . b—AZ;lAN yN) + ey N
=cp - Ag - b+z:(cj—cl§-AI31 -Aj)yj

—— N —————
=XB =C;

<

CBT-xB+ZEjyj2cT-x
— JjEN
=cl-x

(b
Assume by contradiction that ¢; < 0 for some j € N.
Since x is non-degenerate, the jth basic direction is a feasible direction

and the cost can thus be decreased as ¢; < 0.
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—— Development of the Simplex Method

Assumption (for now): only non-degenerate basic feasible solutions
Let x be a basic feasible solution with ¢; < 0 for some j € N.
Let d be the jth basic direction:
0>¢=c-d
It is desirable to goto y := x + 6" d with 0" := max{0 | x + 6 d € P}.
Question: How to determine 6"?

By construction of d, it holds that A- (x + 6 d) = bforall 9 € R, i.e,
x+60depP = x+0d=0.

Casel: d=z0 =— x+0d=0forall0=0 =— O =
Thus, the LP is unbounded.

-X
Case 2: di < 0forsomek — (xk+ 0d, =0 — 0= dk>
k
Thus, 8" = min a8 min U
k: d<0 d i=L.m dgi)
B(i)

0.
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— Developement of the Simplex Method (Cont.) =i

Assumption (for now): only non-degenerate basic feasible solutions
Let x be a basic feasible solution with ¢; < 0 for some j # B(1), ..., B(m).

Let d be the jth basic direction:
0>¢=c-d

It is desirable togoto y := x + 6" - d with " := max{0 | x+ 0 - d € P}.

. Xk . TXB()
0= min — = min
k: dp<0 d i=1,..m dB(i)
B(i)<0
—XB(¢)

Let £ € {1,..., m} with " = , then y; = 6" and yp() = 0.

B(t)
=  X; replaces xp() as a basic variable and we get a new basis matrix

Ag = [Apys - Apeay A Apeays - Asm)| = [Abys - » Abom))
B(i) ifi#¢,

with B(i) =
0 [] ifi="¢.



I Core of the Simplex Method
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Theorem 4.8 Let x be a non-degenerate basic feasible solution, j € N with ¢ <0, d
the jth basic direction, and 8" := max{0 | x + Od€ P} < oo.
B 0" = min B0 TED forsome £ € {1,...,m}.

dgyy  dpp

Let B(i) := B(i) for i # £ and B(£) := j.

Ap1ys -+ » Ap(m) are linearly independent and Ay is a basis matrix.

y = x + 0" dis a basic feasible solution associated with Band ¢" - y < ¢' - x.

Proof: B we just calculated
Ag'Ag = AR [Apays s ABe-1) Ajs AB(g 1), - AB(m)
= [els LY ef—ly _dB: ef+1a ceesy em]

Since —dB([) > 0, Ag has full rank, and Bis a basis
clear since y, =0, = 0",0" > 0,and ¢; < 0



— An Iteration of the Simplex Method
Given: basis B corresponding to basic feasible solution x

| Letc’ :=c' —cf-Ag' - AIfc=0,then STOP;
else choose j with ¢; < 0.

HA Letu := A1_31 - Aj. If u < 0, then STOP (optimal cost is —00).

o XB(i) sz
M Let 0" := min —> ZBO _ 7B for some £ € {1,..., m}.
Bu>0 U Uy

Form new basis by replacing Ap,) with Aj;
corresponding basic feasible solution y is given by

Y= o and YB(i) = XBG) — Q*ul- fori # £.

Remark: We say that the nonbasic variable x; enters the basis and the basic variable
Xp(¢) leaves the basis.



[ Correctness of the Simplex Method ———s

Theorem 4.9 If every basic feasible solution is non-degenerate, the simplex method
terminates after finitely many iterations in one of the following two states:
we have an optimal basis B and an associated basic feasible solution x which is
optimal;
[ we have a vector d satisfying A-d =0,d 2 0,and ¢' - d < 0;
the optimal cost is —c0.

Proof sketch: The simplex method makes progress in every iteration.
Since there are only finitely many different basic feasible solutions,
it stops after a finite number of iterations. O
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— Simplex Method for Degenerate Problems

- An iteration of the simplex method can also be applied if x is a degenerate basic
feasible solution.

XBy X
« In this case it might happen that 8" := min 7B _ B
i:u;>0 ul uf

= 0 if some basic variable

xp(¢) is zero and dp) = ~up < 0.
. Thus, y = x + 6" d = x and the current basic feasible solution does not change.

« But replacing Ap(y) with A; still yields a new basis with associated basic feasible
solution y = x.

Remark: Even if 8" is positive, more than one of the original basic variables may become
zero at the new point x + 8" d. Since only one of them leaves the basis, the new basic
feasible solution y may be degenerate.
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[ Pivot Selection o

XB0) min X5

u{’ iiu>0 ui

Question: How to choose j with ¢; < 0 and £ with

if several possible choices exist?

Attention: Choice of j is critical for overall behavior of simplex method.

Three popular choices are:

« smallest subscript rule: choose smallest j with ¢; < 0.

(very simple; no need to compute entire vector ¢; usually leads to many iterations)

- steepest descent rule: choose j such that ¢; < 0 is minimal.
(relatively simple; commonly used for mid-size problems; does not necessarily yield
the best neighboring solution)

- best improvement rule: choose j such that 8" ¢; is minimal.
(computationally expensive; used for large problems; usually leads to very few
iterations)



