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Given: jobs with processing time $p_{j}>0$, release date $r_{j} \geq 0, j=1, \ldots, n$.
Task: Schedule the jobs nonpreemptively on a single machine; minimize the total completion time $\sum_{j=1}^{n} C_{j}$.
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■ This problem is known to be strongly NP-hard.
■ The preemptive relaxation, however, can be solved efficiently.
Shortest Remaining Processing Time (SRPT) Rule
■ At any point in time, process an available and uncompleted job with shortest remaining processing time.

## Theorem 4.1

The SRPT Rule finds an optimal preemptive schedule in time $O(n \log n)$.
Proof: Use an exchange argument.
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Lemma 4.4
The completion times $C_{j}$ of a feasible schedule satisfy the LP constraints.
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## Prize-Collecting Steiner Tree Problem

Given: Graph $G=(V, E)$, root node $r \in V$, edge costs $c_{e} \geq 0, e \in E$, and penalties $\pi_{i} \geq 0, i \in V$.
Task: Find subtree $T$ containing root $r$ minimizing $\sum_{e \in E(T)} c_{e}+\sum_{i \in V \backslash V(T)} \pi_{i}$. Example:
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- Disonnected Terminal

$$
\text { COST }=c(—)+\pi(\bullet)
$$

Remark: The Steiner Tree Problem is a special case with $\pi_{i}=0$ for all non-terminals and $\pi_{i}=\infty$ for terminals $i$.
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LP relaxation: $x_{e} \geq 0$ for all $e \in E$ and $y_{i} \leq 1$ for all $i \in V$.
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## Theorem 4.8

For $\alpha=2 / 3$ the cost of the solution returned by the algorithm is
$c(E(T))+\pi(V \backslash V(T)) \leq \frac{2}{\alpha} \sum_{e \in E} c_{e} \cdot x_{e}^{*}+\frac{1}{1-\alpha} \sum_{i \in V} \pi_{i} \cdot\left(1-y_{i}^{*}\right) \leq 3 \cdot \mathrm{OPT}$.
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LP Relaxation and Dual LP

$$
\begin{array}{lll}
\min & \sum_{i \in F} f_{i} \cdot y_{i}+\sum_{i \in F, j \in D} c_{i j} \cdot x_{i j} & \\
\text { s.t. } & \sum_{i \in F} x_{i j}=1 & \text { for all } j \in D, \\
& y_{i}-x_{i j} \geq 0 & \text { for all } i \in F, j \in D, \\
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dual LP: $\max _{v_{j}, w_{i j} \geq 0} \sum_{j \in D} v_{j}$

$$
\begin{array}{ll}
\text { s.t. } & \sum_{j \in D} w_{i j} \leq f_{i} \\
& \text { for all } i \in F, \\
v_{j}-w_{i j} \leq c_{i j} & \text { for all } i \in F, j \in D .
\end{array}
$$

Interpretation of the dual LP:

- $v_{j}$ is the total amount that client $j$ wants to pay for being served.
- client $j$ might contribute $w_{i j}$ to facility $i$ for being connected to $i$.
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## Lemma 4.9

If clients $j_{1}, \ldots, j_{k}$ have disjoint neighborhoods $N\left(j_{1}\right), \ldots, N\left(j_{k}\right)$, then opening cheapest facility in each neighborhood costs $\leq \sum_{i \in F} f_{i} \cdot y_{i}^{*} \leq$ OPT .
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$3 \quad$ choose $j:=\operatorname{argmin}_{j^{\prime} \in D} v_{j^{\prime}}^{*}$ and $i:=\operatorname{argmin}_{i^{\prime} \in N(j)} f_{i^{\prime}}$;
4 assign all unassigned clients in $N^{2}(j)$ to facility $i$;
$5 \quad \operatorname{set} D:=D \backslash N^{2}(j)$;

## Theorem 4.11

The algorithm above is a 4-approximation algorithm.
Proof:...
We finally mention the following non-approximability result without proof.

## Theorem 4.12

There is no $\alpha$-approximation algorithm for the metric uncapacitated facility location problem with $\alpha<1.463$ unless each problem in NP has an $O\left(n^{O(\log \log n)}\right)$ time algorithm.
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■ Replace dynamic program with integer program plus LP rounding.
■ Improved grouping scheme.
■ Recursive application of two previous ingredients.
Notice:
By Lemma 3.14 we can assume that all items have size at least $1 / \mathrm{SIZE}(I)$.
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Notice: $\operatorname{SIZE}(I) \leq \operatorname{OPT}_{L P}(I) \leq \operatorname{OPT}(I)$
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It has polynomial size and optimal solution value at most $(1+\varepsilon) \mathrm{OPT}_{L P}$.
Choose $\varepsilon:=1 / n$ such that $(1+\varepsilon) \mathrm{OPT}_{L P} \leq \mathrm{OPT}_{L P}+\varepsilon n \leq \mathrm{OPT}_{L P}+1$.
Reduced primal and its optimal solution $\bar{y}$ can be computed in polynomial time (FPTAS for Knapsack!).
$\bar{y}$ is feasible solution to original primal LP of value at most $\mathrm{OPT}_{L P}+1$.
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## Lemma 4.14

There are at most $\operatorname{SIZE}(I) / 2$ distinct item sizes in $I^{\prime}$; the total size of all discarded items is $O(\log \operatorname{SIZE}(I))$.
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2 apply harmonic grouping scheme to create instance $I^{\prime}$;
3 pack discarded items in $O(\log \operatorname{SIZE}(I))$ bins using First-Fit;
4 compute near-optimal solution $x$ to Configuration LP for instance I';

5 for $j=1, \ldots, N$ pack $\left\lfloor x_{j}\right\rfloor$ bins in configuration $T_{j}$;
6 call the packed items instance $I_{1}$ and the remaining items $l_{2}$;
7 pack $I_{2}$ recursively via $\operatorname{BinPack}\left(I_{2}\right)$;
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## Lemma 4.15

$\operatorname{OPT}_{L P}\left(I_{1}\right)+\operatorname{OPT}_{L P}\left(I_{2}\right) \leq \operatorname{OPT}_{L P}\left(I^{\prime}\right) \leq \operatorname{OPT}_{L P}(I)$.
Proof:...

## Theorem 4.16 (Karmarkar \& Karp, 1982)

Algorithm BinPack runs in polynomial time and finds a solution using at most OPT $(I)+O\left(\log ^{2}\right.$ OPT $\left.(I)\right)$ bins.

Proof:...

## Theorem 4.17 (Hoberg \& Rothvoß, 2015)

A solution using at most OPT $(I)+O(\log$ OPT $(I))$ bins can be found in polynomial time.
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