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3 Institut de Nanociència i Nanotecnologia IN2UB, Universitat de Barcelona - Barcelona, Spain, EU

received 22 May 2013; accepted in final form 5 July 2013
published online 26 July 2013

PACS 82.70.Dd – Colloids
PACS 87.15.hj – Transport dynamics
PACS 05.45.Xt – Nonlinear dynamics and chaos: Synchronization; coupled oscillators

Abstract – We present a combined experimental and theoretical study describing the dynamical
regimes displayed by a paramagnetic colloidal particle externally driven above a stripe-patterned
magnetic garnet film. A circularly polarized rotating magnetic field modulates the stray field
of the garnet film and generates a translating periodic potential which induces particle motion.
Increasing the driving frequency, we observe a transition from a phase-locked motion with constant
speed to a sliding dynamics characterized by a lower speed due to the loss of synchronization
with the traveling potential. We explain the experimental findings with an analytically tractable
theoretical model and interpret the particle dynamics in the presence of thermal noise. The model
is in good quantitative agreement with the experiments.

Copyright c© EPLA, 2013

Introduction. – Colloidal particles driven in a spa-
tially periodic potential landscape represent an ideal
model system to study several fundamental phenomena,
such as ratchet effects [1], depinning dynamics [2], and
phase synchronization [3]. In particular, these systems are
promising for applications concerned with the controlled
transport and delivery of chemical or biological cargos at-
tached to functionalized particles [4] or for high-precision
particle sorting and fractionation [5]. Corrugated poten-
tials with periodicity on the colloidal scale can be realized
via different techniques, like by interfering laser beams [6],
by using structured substrates characterized by high di-
electric [7] or magnetic [8] susceptibility contrast. In
the latter case, uniaxial garnet films composed of parallel
stripes of oppositely magnetized ferromagnetic domains,
provide strong and externally tunable magnetic pinning
sites, which can be used to control and manipulate para-
magnetic colloidal particles deposited above the films [9].

In this context, a recent experimental work [10] re-
ports that a paramagnetic colloidal particle driven above a
stripe-patterned garnet film displays a series of dynamical

(a)E-mail: straube@physik.hu-berlin.de
(b)E-mail: ptierno@ub.edu

phases, which can be controlled by varying the frequency
of an externally applied rotating magnetic field. The
periodic potential characterized by a spatial period of
few microns is generated by the stray field of a garnet
film. The external magnetic field breaks the symmetry
of the potential and creates a moving landscape which
can transport the particle. At low frequencies, the par-
ticle is synchronized with the external field and is there-
fore transported with the speed of the traveling landscape.
By increasing the driving frequency and beyond a critical
value, the particle desynchronizes with the translating po-
tential, showing a complex sliding dynamics characterized
by a global decrease of its average speed.

In this letter, we study both experimentally and theo-
retically the dynamics of a micron-scale particle driven in
such a potential and focus on the loss of synchronization
with the traveling landscape in the presence of thermal
fluctuations. In contrast to previous studies which provide
rather complex expressions for the magnetic landscape and
neglect the effect of thermal noise, as, e.g., in refs. [10–12],
we suggest a simple analytical expression for the poten-
tial allowing for a deep insight into the transition from
the completely synchronous to an asynchronous dynamic
state. Remarkably, despite its simplicity, the model not
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only captures the main physical features underlying the
transition but also demonstrates very good quantitative
agreement with the measurements. These findings can be
crucial prerequisites for understanding collective effects in
a similar system with interacting particles.

We start by describing the experimental system and the
behaviour of a paramagnetic colloidal particle at differ-
ent driving frequencies. Then, we show how to derive
an explicit expression for the particle energy, and use a
Langevin equation to describe the overdamped dynam-
ics of the particle in the moving landscape. Similarly to
the experiments, the model predicts a frequency controlled
transition from a synchronous to an asynchronous dynam-
ics, the latter being characterized by an alternation of run-
ning and oscillating states, and a global decrease of the
particle speed. By analyzing the average velocity and the
distribution of the particle positions, we explain the sys-
tem behaviour as a loss of synchronization in the presence
of thermal noise.

Experimental system. – The periodic magnetic po-
tential was generated by using a uniaxial ferrite garnet film
(FGF), grown by dipping liquid phase epitaxy [13]. The
FGF was characterized by ferromagnetic domains having
alternating magnetization with spatial period λ = 2.6 µm
and separated by Bloch walls (BWs), i.e., narrow tran-
sition regions where the magnetic stray field of the film
is maximal, fig. 1(a). We note that since the BWs exert
attraction of the particle in the z-direction, the particle
elevation z is essentially unaffected by thermal fluctua-
tions and remains fixed, resulting in an effectively two-
dimensional system. To reduce the strong stray field by
about 40% and to prevent from particle adhesion to the
surface of the film, the FGF was coated with a layer
of a photoresist (AZ1512, Microchemicals) of thickness
l = 1 µm [10].

A water dispersion of monodisperse paramagnetic col-
loidal particles (Dynabeads M-270, Dynal) of radius a =
1.4 µm and magnetic volume susceptibility χ = 0.4 was
deposited above the FGF. To induce particle motion, we
applied an alternating (AC) magnetic field with the fre-
quency f and amplitude H0 rotating in the (x, z)-plane
and having circular polarization:

Hext(t) = H0[cos(2πft), 0, − sin(2πft)]. (1)

Since the particle motion occurs only in a limited range
of amplitudes, 200 A/m ≤ H0 ≤ 1000 A/m (see foot-
note 1), in most of the experiments we fixed the ampli-
tude H0 = 400 A/m and varied the driving frequency f
in the range from 1 Hz to 40 Hz. Figures 1(a) and (b)
illustrate the experimental system, showing a schematic
of a paramagnetic colloidal particle above the FGF and a

1The particle motion was observed for amplitude of the applied

field 200 A/m < H0 < 2000 A/m. For H0 < 200 A/m, the field

was not able to induce particle motion, while for H0 > 2000 A/m,

the strong field distorts the Bloch walls and affects the particle

trajectory.
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Fig. 1: (Color online) (a) Schematic of a single paramagnetic
colloidal particle on top of a ferrite garnet film (FGF) sub-
jected to a rotating magnetic field of the form of eq. (1) with
frequency f and amplitude H0. (b) Optical microscope image
showing a diluted sample of particles (diameter 2.8 µm) and the
magnetic pattern of the FGF (spatial periodicity λ = 2.6 µm).
(c) Critical elevation zc as a function of H0, at which the energy
potential U starts to translate on average. (d) Normalized en-
ergy potential, (U−〈U〉)/Umax, of a single particle as a function
of x at three different fractions of period, from top to bottom:
t = 0, 1/(3f), and 2/(3f). The solid (blue) line shows the sim-
plified potential as in eq. (6), and the bold dashed (red) line is
for the general potential calculated via eq. (5) with the complex
field given by eq. (3) for H0/Ms = 0.031 and z = 0.923λ.

polarization microscope image of a diluted suspension of
particles above the magnetic stripes, respectively.

The external magnetic field of form (1) was applied
by using two custom-made Helmholtz coils arranged per-
pendicular to each other and with their main axis along
the x and z directions. The coils were mounted on the
stage of a polarization microscope (eclipse NI-U, Nikon)
equipped with a 100 × 1.4 NA oil immersion objective
and a CCD camera (Basler 601Fc) working at a tempo-
ral resolution of 60 fps. AC currents flowing through the
coils were generated via two independent current ampli-
fiers (KEPCO BOP) controlled by an arbitrary waveform
generator (TTi-TGA1244).

Magnetic field above the FGF. – Let us consider
a garnet film of thickness d larger than its wavelength λ
and characterized by a saturation magnetization Ms sub-
jected to an external rotating magnetic field of circular
polarization, as given by eq. (1). The global magnetic
field H above the surface of the FGF, z ≥ 0, is given by
the superposition

H(r, t) = Hsub(r, t) + Hext(t). (2)

Here Hsub denotes the stray field of the substrate, which
obeys the equations ∇×Hsub = 0, ∇·Hsub = −M(x, t)δ(z)
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supplemented by the periodicity condition, Hsub(x, z, t) =
Hsub(x + λ, z, t), and being vanishing as z → ∞. The
choice M(x, t) = ±2Ms ensures that Hsub

z (x, z, t) = ±Ms

at z = 0.
The curl-free nature of Hsub allows us to work in terms

of the “electrostatic” potential ϕ introduced by Hsub =
−∇ϕ. Since there is no dependence of y, ϕ satisfies the
two-dimensional Laplace equation considered along with
the condition of surface charge density M(x, t) prescribed
at z = 0, which is solved by means of the conformal
mapping technique. Accordingly, we introduce a complex
potential Φsub(w) with w = x + iz and ϕ = Re[Φsub].
Because the fundamental solution for a point source at
the origin is known to be Φ0(w) = −1/(2π) lnw [14],
for our configuration of stripes of interchanging positive
and negative surface charge ±2Ms, we have Φsub(w) =

2Ms

∑∞

n=−∞
[
∫ x+

n

x−

n

dxΦ0(w − x) −
∫ x−

n+1

x+
n

dxΦ0(w − x)].

Here, x+
n = nλ + Δ(t) and x−

n = (n − 1/2)λ − Δ(t),
n = 0, ±1, ±2, . . . , are the positions of the BWs in the
FGF and the quantity Δ(t) accounts for the fact that they
can be moved upon application of an external field.

The field H is recovered from the potential via rela-
tion H(w) = −∂wΦ(w), where H(w) = Hx − iHz is the
complex field with Hx = Re H(w) and Hz = −Im H(w).
Following eq. (2), the total field can be decomposed into
the contributions caused by the substrate and external
field, H = Hsub + Hext, where Hext = Hext

x − iHext
z . For

the substrate field, we find Hsub(w) = −∂wΦsub(w) =
−(2Ms/π)

∑∞

n=−∞
[ln(w−x+

n )−ln(w−x−
n )]. We note that

a similar approach is used in fluid mechanics to evaluate
the velocity field produced by streets of vortices consid-
ered as point sources of the same or interchanging cir-
culation [15]. Using the infinite product representation,
sin πz = πz

∏∞

n=1(1 − z2/n2), the sums over positive
and negative sources can be evaluated explicitly to yield
−(2Ms/π) ln sin[π(w − Δ)/λ] and (2Ms/π) ln cos[π(w +
Δ)/λ], respectively. As a result, the total field above the
FGF can be represented as, cf. ref. [12]:

H(w) = −2Ms

π
ln

(

1 − u−

1 + u+

)

+ Hext

x − iHext

z , (3)

u±(w) = exp

[

iπ

2

(

4w

λ
± Hext

z

Ms

)]

. (4)

Since for this uniaxial FGF the displacement of the BWs
is mainly caused by a field perpendicular to the film, we
put Δ(t) = Δ0H

ext
z (t)/Ms, where Δ0 = λ/4, as has been

implicitly done previously [11]. In the absence of external
field, eq. (3) reduces to the result of Sonin [16]. It is also
straightforward to show that the field given by eq. (3) can
be alternatively represented via the complex potential

Φ(w) =
iλMs

π2
[dilog(1 − u−) − dilog(1 + u+)] − w Hext

with dilog(z) =
∫ z

1
dζ (1 − ζ)−1 ln ζ, which is consistent

with the expressions obtained in ref. [10,11].

Potential energy of a paramagnetic particle. –

Under a magnetic field H(r, t), a paramagnetic particle
acquires a magnetic moment m = V χH pointing along the
field direction, where V = (4/3)πa3 is the particle volume.
The energy of interaction of a single magnetic dipole with
the external field is

U = −V χµsH
2 = −V χµs

[

(Re H)2 + (ImH)2
]

, (5)

where µs is the magnetic permeability of the medium. We
note that by using eq. (5), we assume that the amplitude
of external field is below the saturation magnetization,
H0 ≪ Ms.

At a given elevation z, the local minima xmin(t) of
the energy landscape, eq. (5), remain either immobile on
the average (z < zc) or translate with a constant speed
(z > zc), implying different transport mechanisms. Gen-
erally, this speed averaged over one time period is given by

ẋmin = f
∫ 1/f

0
ẋmin(t) dt = vmθ(z − zc), where vm = λf ,

θ is the Heaviside function, and the critical elevation zc

depends on the amplitude H0 of the field, see fig. 1(c).
Recall that because of polymer coating, in our system the
particle elevation z ≥ a+l ≈ 2.4 µm ≈ λ = 2.6 µm. There-
fore, for our range of field amplitudes H0, we are always
in the regime of the traveling potential (z > zc).

We now show that in this case the potential energy,
eq. (5), admits a very simple and accurate approximation
allowing for a straightforward interpretation of the dynam-
ics of a single particle. Since Hz ≪ Ms, we can write in the
exponent of eq. (4), u := u± ≈ exp(2πix/λ) exp(−2πz/λ).
Then, because z ≃ λ, u can be treated as a small parame-
ter to give ln[(1−u)/(1+u)] = −2u+O(u3). As a result,
the field above the substrate is approximated by

Hsub(r) =
4Ms

π
e−2πz/λ

(

cos
2πx

λ
, 0, − sin

2πx

λ

)

.

Evaluating eq. (5) and omitting the terms independent
of x, we arrive at the approximate potential describing
the interaction of a particle with the field above the FGF

U(x, t)

U0
= − 8H0

πMs
e−2πz/λ cos

(

2πx

λ
− 2πft

)

, (6)

which is written down relative to the characteristic mag-
netic energy U0 = V χµsM

2
s .

In fig. 1(d), we compare the approximate expression for
the potential given by eq. (6) shown as a solid (blue) line
and the general potential in eq. (5) evaluated via eqs. (3)
and (4) shown as a bold dashed (red) line, which are
in perfect agreement. Furthermore, fig. 1(d) shows that
the energy potential presents a spatially periodic land-
scape characterized by minima at the positions xmin(t) =
nλ + vmt (n = 0, ±1, ±2, . . . ) spaced by λ, which continu-
ously translate with time with a constant speed vm = λf
along the x axis. As a consequence, a particle sitting ini-
tially in one of such minima, can synchronize with the
field and follow the moving landscape with the speed vm
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with a lag behind the minimum. This dynamic state is
observed in experiments at relatively low frequencies. At
high frequencies, however, the particle can lose its syn-
chronization, which results in the decrease of its average
speed.

Theoretical model of particle motion. – We de-
scribe the overdamped dynamics of a paramagnetic par-
ticle subjected to a deterministic potential U(x, t) in the
presence of thermal noise by using the following Langevin
equation [17,18]:

ζẋ(t) = −∂U(x, t)

∂x
+

√

2ζkBT ξ(t), (7)

Here, ζ = 6πηa denotes the friction coefficient between the
particle and the solvent resulting from the Stokes drag,
η is the dynamic viscosity of the medium (water), kB is
the Boltzmann constant, and T is the temperature. The
stochastic force is modeled as a Gaussian white noise obey-
ing the properties: 〈ξ(t)〉 = 0 and 〈ξ(t)ξ(t′)〉 = δ(t − t′).

For convenience, we proceed to normalized variables by
measuring the length, time, magnetic field, and energy in
the units of λ, ζλ2/U0, Ms, U0, respectively. As a result,
writing eq. (7) for the potential in eq. (6), gives

ẋ(t) = −16h0 e−2πz sin[2π(x − f̃ t)] +
√

2σ ξ(t). (8)

Here, we have introduced three dimensionless parameters,
related to the amplitude, h0 = H0/Ms, frequency, f̃ =
(fζλ2)/U0, of the external field, and to the intensity of
thermal fluctuations, σ = (kBT )/U0.

In terms of a new variable, q(t) = −x(t) + f̃ t, which
makes the system autonomous by proceeding to the ref-
erence frame traveling with the potential, we obtain a
stochastic Adler equation:

q̇(t) = f̃ − f̃c sin[2πq(t)] +
√

2σ ξ(t) (9)

with the “critical” frequency given by

f̃c = 16h0 e−2πz. (10)

In the limiting case of negligible fluctuations, ξ = 0,
the particle behaviour corresponds to the motion in a
tilted “washboard” potential given by, Ṽ (q) = −f̃q −
f̃c cos(2πq)/(2π). Note that 2πq plays the role of phase.
By setting q̇ = 0, we make sure that depending on the
frequency f̃ , the system admits two dynamical regimes
separated by f̃c. For f̃ < f̃c, there exist local minima
in the potential Ṽ (q) and we have a stable solution,
q0 = arcsin(f̃ /f̃c), which corresponds to a “phase-locked”
state in the co-moving reference frame. The motion of the
particle is synchronized with the external field. The par-
ticle position in the laboratory reference frame is x(t) =
xmin(t)+ δx, where δx = −q0, and hence, it generally lags
behind a local minimum of the potential. At low frequen-
cies, f̃ ≪ f̃c, the lag is small, δx ∝ −(f̃ /f̃c), while at
frequencies approaching f̃c, it tends to its maximum ab-
solute value, δx = −1/4. Beyond the critical frequency,

f̃ > f̃c, there are no minima in Ṽ (q). The particle can-
not synchronize with the field and starts to slide, which is
typically referred to as the “phase-drift” or sliding regime.
Similar to synchronization problems [19,20], we evaluate

the time Δt =
∫ 1

0 [f̃ − f̃c sin(2πq)]−1dq = (f̃2 − f̃2
c )−1/2

it takes the particle to travel the distance of one period
Δq = 1. As a result, 〈q̇〉 = Δq/(Δt) and the averaged
speed 〈ẋ〉 = f̃ − 〈q̇〉 normalized by its maximum value vm

is given by

〈ẋ〉
vm

=

⎧

⎨

⎩

1, if f̃ < f̃c,

1 −
√

1 − (f̃c/f̃)2, if f̃ > f̃c,
(11)

which describes the transition from synchronous to
asynchronous dynamics encountered in several physical
systems [21], and is in agreement with the general inter-
pretation of a traveling potential ratchet (see sect. 4.4 of
ref. [22]).

To address the situation involving thermal fluctuations,
we use a Fokker-Planck equation that corresponds to
eq. (9),

∂

∂t
P (q, t) = 2πσ

∂

∂q

[

dV (q)

dq
+

1

2π

∂

∂q

]

P (q, t), (12)

where V (q) = Ṽ (q)/σ = −2πqD − Dc cos(2πq), D =
f̃/(2πσ), and Dc = f̃c/(2πσ). The stationary solution
P0(q) of eq. (12) satisfying the periodicity requirement,
P0(q + 1) = P0(q), and the normalization condition,
∫ 1

0 P0(q) dq = 1, is given by [23]:

P0(q) =
1

N P(q), P(q) = e−V (q)

∫ q+1

q

eV (q′)dq′. (13)

Here, N = e−πD|IiD(Dc)|2 is the normalization constant
and Iiν(x) is the modified Bessel function of the first kind
of an imaginary order. Note that P0(δx) = P0(−q) with
δx(t) = x(t) − vmt describes the distribution of particle
positions relative to the deterministic trajectory with the
constant speed vm = f̃ . Because of periodicity, P0(δx) =
P0(x − xmin) also corresponds to the distribution relative
to the minima of the traveling potential.

Using the distribution in eq. (13), we can average
eq. (9) to arrive at the Stratonovich formula [23,24]:

〈q̇〉 =
∫ 1

0
q̇ P0(q) dq = N −1[1 − eV (q+1)−V (q)] =

2σ |IiD(Dc)|−2 sinh(πD)/(πD). Transforming back to x,
we end up with the generalization of the relation given in
eq. (11) for the case of thermal fluctuations

〈ẋ〉
vm

= 1 − sinh(πD)

πD |IiD(Dc)|2
. (14)

In the limit of σ → 0, eq. (14) reduces to its deterministic
counterpart, eq. (11).

Discussion and conclusions. – In order to validate
the theoretical model, we perform a series of experi-
ments by measuring the average speed 〈ẋ〉 as a function
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Fig. 2: (Color online) Normalized particle velocity 〈ẋ〉/vm as
a function of the driving frequency f(Hz) for a paramagnetic
colloidal particle subjected to a rotating field with amplitude
H0 = 400 A/m. The experimental data (solid squares) are
plotted together with the theoretical lines. The dashed line
shows the deterministic limit according to formula (11), the
solid line is for the general case with thermal noise described by
eq. (14) with σ = 0.5×10−5. Inset shows the comparison of the
critical frequency as a function of the field amplitude. Markers
represent experimental data, the dashed line corresponds to
eq. (10).

of frequency f for a single paramagnetic particle driven
by a rotating field above the FGF. Figure 2 shows 〈ẋ〉
normalized by the maximum speed for a fixed field ampli-
tude H0 = 400 A/m. The transition between the phase-
locked regime and the asynchronous dynamics is observed
at f ≈ 7.9 Hz. In fig. 2 we fit the theoretical expressions
for the deterministic, eq. (11) (dashed line), and stochas-
tic, eq. (14) (solid line), averaged speed, against the ex-
perimental data and find an almost perfect agreement by
taking into account the thermal noise. We fixed the dimen-
sionless elevation z = 0.923 (or, equivalently, z = 2.4 µm)
and varied the values of h0 and σ to achieve the best agree-
ment between the data at h0 = 0.031 and σ = 0.5 × 10−5.
The comparison between the theoretical fits using eq. (11)
(dashed line) and eq. (14) (solid line) shows that the main
effect of thermal fluctuations is smoothing the transition
region between both regimes, slightly shifting the critical
point.

In the inset of fig. 2 we show the critical frequency ex-
tracted from the experimental data (squares) as a function
of the field amplitude. The theoretical prediction based on
eq. (10) with the same value of h0 as in fig. 2 is in agree-
ment with the results of measurements.

In a previous work [11] based on the use of FGF with
large ferromagnetic domains (λ = 10.9 µm), it was possible
to determine Ms directly, i.e., by measuring the displace-
ment of the BWs under an external magnetic field normal
to the film [25]. For the small stripes used in this work,
diffraction limits the resolution capability of our polariza-
tion microscope, making impossible the direct measure-
ment of Ms. Therefore, using the experimental values for
the particle elevation and amplitude of the magnetic field
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Fig. 3: (Color online) Distribution of the particle positions,
P0(δx), in the reference frame moving with speed vm shown
for different driving frequencies f . (a) Theoretical predictions
evaluated via eq. (13). (b) Comparison of the theoretical pre-
dictions with the experimental data (markers), smooth bold
lines are theoretical curves calculated via eq. (13) for dimen-
sionless parameters h0 = 0.031, z = 0.923, and σ = 0.5×10−5.

(H0 = 400 A/m), we estimate the saturation magnetiza-
tion of the FGF, Ms = H0/h0 ≈ 1.3 × 104 A/m. Further-
more, our approach allows us to estimate the strength of
effective noise, which tells us whether its origin is simply
thermal or it could be due to other factors like presence of
disorder in the film or deformation of BWs [26]. In partic-
ular, the obtained estimate σ = 0.5× 10−5 corresponds to
an effective thermal energy of ≈ 1.2kBT , indicating that
the driven particle is mainly subjected to thermal fluctu-
ations along the direction of motion.

To analyze the effect of fluctuations further, we extract
the particle positions in the co-moving reference frame,
δx(t) = x(t) − vmt, from several trajectories and cal-
culate the corresponding probability density distribution
P0(δx) = P0(−q) for different frequencies. Note that δx
also shows the shift of particles from the minimum of the
potential at δx = 0. The results are shown in figs. 3(a)
and (b) together with the theoretical expressions calcu-
lated via eq. (13). In agreement with the deterministic
consideration, we see that in the phase-locked state at low
frequencies the particle is localized near the minimum of
the potential at δx = 0. Note that the low-frequency limit
of eq. (13) provides P0(δx) = exp[Dc cos(2πδx)]/I0(Dc),
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which is symmetric and centered around δx = 0. As
the frequency is increased, the particle starts to gradually
lag behind the potential: the probability density distribu-
tion becomes wider and shifts towards negative values of
δx. This tendency is also observed in the domain beyond
the critical frequency, when the particle is in the asyn-
chronous regime, as confirmed by experimental data, see
fig. 3(b).

In summary, we studied both experimentally and the-
oretically the dynamics of a paramagnetic colloidal par-
ticle magnetically driven above a stripe-patterned garnet
film. We explored the dynamics in a wide range of fre-
quencies and various field amplitudes, and observe, in all
cases, a transition from a synchronous regime with a con-
stant speed to an asynchronous one. In all regimes, with
the growth in frequency the most probable position of a
particle increasingly lags behind the minima of the mov-
ing landscape. We put forward a simple and analytically
tractable approximation for the potential that is in quan-
titative agreement with the experimental findings. We
show how thermal fluctuations affect the loss of synchro-
nization and how the theoretical results can be matched
with real measurements, where thermal noise is unavoid-
able. On the one hand, the suggested approach can be
extended to other physical systems characterized by the
similar generic transition, where the role of noise is ne-
glected. On the other hand, this work not only provides
a solid theoretical ground to recent experimental findings
but it can be also used as a starting point for extensions
towards interparticle interactions, and thus collective ef-
fects, since it provides simple and accurate expressions for
the magnetic potentials.
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