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Abstract

A primal interior point method for control constrained optimal con-
trol problems with PDE constraints is considered. Pointwise elimination
of the control leads to a homotopy in the remaining state and dual vari-
ables, which is addressed by a short step pathfollowing method. The al-
gorithm is applied to the continuous, infinite dimensional problem, where
discretization is performed only in the innermost loop when solving linear
equations. The a priori elimination of the least regular control permits to
obtain the required accuracy with comparatively coarse meshes. Conver-
gence of the method and discretization errors are studied, and the method
is illustrated at two numerical examples.
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1 Introduction

Optimal control problems with PDE constraints are not only very important
in practical applications, but also very expensive to solve numerically. Inde-
pendently of where discretization is located in an algorithm, at the outermost
loop as in direct methods or at the innermost loop as in function space ori-
ented methods, the resulting finite dimensional equations are quite large. This
is particularly true if highly local features of the solution need to be represented
accurately, which requires fine meshes and thus leads to large finite dimensional
subproblems.

In control constrained optimization problems such local features arise at the
boundaries of active sets, where the control exhibits kinks or even jumps in
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bang-bang control problems. Unfortunately, the boundaries of active sets are
in general not grid-aligned. This leads to error estimates of O(h) for piecewise
constant and O(h%/2) for piecewise linear control discretizations [1, 4, 15]. For
the faithful representation of an approximate solution up to a requested accu-
racy, massive mesh refinement along the boundaries of active sets is necessary
— see e.g. [22] and Fig. 5. In certain situations, the need for refinement can
be alleviated by a special postprocessing procedure [12], which results in an
approximation order of O(h?).

As a different approach to alleviate the need for mesh refinement, HINZE [10]
suggests to eliminate the control uw analytically from the optimality system by
computing it from the dual variable A. For a certain class of optimal control
problems, this is a simple pointwise calculation. The resulting variables that
have to be discretized, the state y and dual variable A, are comparatively smooth
across boundaries of active sets. For this reason, a rather coarse mesh is suf-
ficient, and a control error of order O(h?) is obtained. The approach leads to
a nonsmooth equation that has to be solved. For this purpose, semismooth
Newton methods are an appropriate choice. Local superlinear convergence has
been shown, e.g., in [11, 18, 9].

A popular alternative to semismooth Newton methods are interior point
methods, which substitute the nonsmooth problem by a homotopy of smooth
ones. Both primal and primal-dual adaptive function space oriented linearly
convergent interior-point methods for optimal control problems have been de-
veloped, analyzed and applied in [21, 20, 22, 14]. Superlinear convergence has
been obtained recently in [19] by means of an intermediate smoothing step
closely related to the current setting.

These methods rely on approximating the control in a finite dimensional
space and hence need to refine the mesh substantially, which impedes their
computational efficiency. The abovementioned idea of eliminating the control
can also be applied to primal interior point methods, which is addressed in
this paper. Compared to the interior point methods above, the necessity of
mesh refinement is decreased to a similar amount as reported in [10]. A further
advantage is the superlinear convergence, which is shown in the companion
article [17].

The remainder of the paper is organized as follows: The elimination of the
control from the optimality system and its interior point regularization is de-
scribed in Section 2, where also convergence of the central path is stated. Sec-
tion 3 is devoted to linear convergence of a short step pathfollowing method,
whereas discretization error estimates are given in Section 4. Finally, numerical
examples illustrate the method in Section 5.



2 Elimination of controls

For ease of presentation we restrict the discussion to the simple elliptic optimal
control problem

o min Sy —vallt + Shullfs subject to Ly=uw, ~1<us<1 ()
on some domain ©Q C R? d < 3. y4 € L? is the desired state, and a > 0 is
a fixed regularization parameter. Ly = —div(a(z)Vy) 4+ b(z)y with symmetric
a(z) € R¥? uniformly positive definite and b(z) € R uniformly positive is a
second order elliptic differential operator. With S : H=! — H} we denote the
symmetric positive definite solution operator for the state equation.

Since H3-regularity is needed in § 4 in order to derive discretization error
estimates for quadratic finite elements, we assume a € CL1(Q), b € C%1(Q),
and 90 € C3.

We do emphasize, however, that the following discretization concept can be
directly extended to more complex and nonlinear control constrained problems
as long as (i) the control constraints are defined pointwise and (ii) the derivative
of the objective function w.r.t. the control is an invertible Nemyckii operator of
u.

For problem (1) the first order necessary conditions state the existence of
Lagrange multipliers A € H} and 7,7 € L?, such that

Y—Ya+LA=0
au—=A—=n+17=0 (
Ly—u=0 (3

(u+1) = (@1 -u) =0 (
u+1,1—u,n,7>0. (

On the one hand, it is now possible to use (2), (4), and (5) in order to
eliminate

u = u(A) = max(—1, min(\/a, 1)), (6)
which results in the nonsmooth system
Y—Ya+LA=0
Ly —u(X) =0.

This well known formulation is used by [10] to construct a discretization scheme,
where only y and A are actually discretized and u is pointwisely computed from
A

For later use we notice that the nonsmooth system may be reformulated

equivalently as
u=u(S(yq — Su)),

where the iteration variable u can be discretized implicitly in terms of discrete
approximate solutions of S(yq — Su).



On the other hand, primal-dual interior point methods substitute (4) by the
regularized equations

nu+1)=71—-u)=p ae. (7)
u+1,1—u>0

for > 0 and thus define the central path p — (y,u,\,n,7). This approach
has been analyzed and justified in [20, 22]. Using (7) to eliminate the Lagrange
multipliers 7 and 7 results in the primal interior point method given by

Yy—yYa+LA=0

M M
S =0 8
au u+1+1—u (8)
Ly—u=0
u+1,1—u>0. 9)

These are just the first order necessary conditions for the logarithmic barrier
reformulation of (1),

1 a .
mlngHy—de%z—i—gHuH%z +pf|log(u+1) +log(1 —u)||z:  subject to Ly = u.

Existence and convergence of the central path defined by primal interior point
methods for control constrained problems has been established in [14], along
with convergence of a function space oriented pathfollowing method.

Again, we can use (8) and (9) in order to eliminate v = u(A). Instead of
the L2-projection (6) we need to solve a scalar cubic equation in every point in
space. As before, we obtain the equation system

Yy—ya+LA=0
Ly —u(A\;p) =0,

which is, however, smooth. Its unique solvability is a consequence of the follow-
ing Lemma.

Lemma 2.1. For any p > 0, A € R, there is exactly one u(A; p) €] — 1, 1] that
satisfies (8). Moreover, u(A; ) is twice continuously differentiable with respect
to A\, and

0<u'(\p) <

1 8
o2 and |u”(/\;u)|§min< , )

1o 2

Proof. The left hand side of (8) as a function of u €] — 1,1[ is continuous,
monotonically increasing and tends to +oo for u — 41. Therefore, by the
intermediate value theorem, equation (8) has a root u(A) for each A € R. By
strict monotonicity this root is unique.



As for the derivatives, we apply the implicit function theorem to (8) and
obtain
H H /
a+ + u(A\p)—1=0,
(o e+ T et O

which gives the first order bound. A second application of the implicit function
theorem gives

K s / . 2
(_ @) T 17 - =y u))B) u' (i )

1Y H "y, o
* (O‘ R CTsvn Ry u(A;m)?) W him) =0

which yields

(uA;p) +1)72 — (L —u(X;p) 2
.
w w
(a+ @Oz T (1*U(>\;u))2)

For the case u(A; u) < 0 we infer

u’(\p) = p

(w(A;p) +1)7°

3
u u
(O‘ T wowFnz T (1—u(w>)2>

[u” (A )| <

i -3
< p <CY(U(/\§M) +1)+ UO\NM)

< K = min o , 8 .
max(2,/au, 11/2)3 a3’
Due to symmetry, this bound is also valid for u(A; u) > 0. O

Remark 2.2. Special care has to be taken for the numerically stable evaluation
of u(A\). A naive implementation may lead to numerical instabilities for certain
ranges of a, A, and p.

We define v = (y, ) and the homotopy
Y—Yat L)\}

F(o;p) = =0, 10
(v3.40) [Ly—U(/\;u) (10

which in turn defines the central path v(u).
Theorem 2.3. For each ji > 0 there is a corresponding unique v(p) € H} x Hg
satisfying (10). v(p) is a continuously differentiable path with ||v'(p)| g < ﬁ

for some generic constant c independent of p. Moreover, the estimate

[o(w) = vlow)llm < c(l=Vo)yp (11)

holds. In particular, v(p) converges to the solution v(0) of (1) at a rate of

[o(p) = v(0) |+ < ev/pa. (12)



Proof. This result is a direct consequence of [14]. Alternatively, existence of
central path solutions for p > 0 can be shown directly by applying Schauder’s
fixed point theorem to u = u(S(Su — y4)). Continuous differentiability of the
path results from the implicit function theorem. The necessary invertibility of
Oy F'(v; ) is shown in Lemma 3.3. Integrating the slope of the central path over
the interval [ou, u] yields the estimate (11). Setting o = 0 we obtain (12). O

3 A pathfollowing method

This section is devoted to the analysis of a pathfollowing method for solving (10),
which employs an inexact Newton corrector. The exact Newton correction Av*
defined by the Newton equation

Oy F(vF; pF) Avb = —F (v )

is numerically unavailable due to discretization and iteration errors. Thus, we
resort to inexact Newton methods, where an inner residual 7% remains when
computing the numerically available inexact Newton correction §v* by

D F (05 i) ovr = —F(vF; u) + k. (13)

Algorithm 3.1.

select u® > 0,0 > 0,0 < o <1, and v° with [[v® — v(u°)|| g < py/i

For k=0,...
L R—
solve (13) for dv* with a relative tolerance of ||0vF — Av¥| g1 < §||AvF| g1
R = oF 4 sk

Remark 3.2. Algorithm 3.1 is clearly conceptual due to its simplicity. How-
ever, using a reliable error estimator and adaptive mesh refinement to satisfy
the accuracy requirement ||0v% — Av¥|| g1 < §]|Av¥| 51, it can actually be im-
plemented. Details on the implementation of this approach can be found in
[16].

In the remainder of the section we show that for suitable choice of §, o, and p
this algorithm is well defined and computes iterates that converge to the solution
v(0). First we derive a Lipschitz constant for the derivative of F', which governs
the convergence speed of the exact Newton method.

Lemma 3.3. There is a constant w = w(Qmax, max); Such that

w

(a+2p)/ pa?

||avF(U§H)71(6vF(U§N) = 0y F(0, 1)) (v = 0)[| g <

lv = all3

holds for all o €]0, amax] and p €]0, fmax] -
Proof. First we note that



By Lemma 2.1 and the Sobolev embedding H! C L* for d < 3 we have

100 F (05 1) = 0o (8, 1)) (0 = 8) [ 12 = [I((X) — &' (X)) (A = A2
1

<= A2le
o
1 .
S 7)Y
Vo
1 NP
< A = Al

a3

ﬁ

Next we note that 0,F(v;p) : (H})? — (H1)? satisfies the assumptions of
the saddle point Lemma given by [3, Lemma B.1]. In particular, u'(}) is a
positive semidefinite and bounded Nemyckii operator. We obtain a constant
independent of o and g, such that

180 F (v3 1) =1 (00 F (v 1) — 0u F(0, 1) (v — 0) | 11

1 1
<4 L VB F(v; ) — 8 F (6, 1)) (v — 9)]| 2
< max (2, et ) 1O i) ~ 0,F (0. ) (0~ ),
4 1 1 @
< max [ —, —— ) [|A = A[%1.
T pad (’Y 72(04+2N)) | I

Since a+2p is bounded by max+2ptmax, the claim is verified for w = max((@max+
2Mmax)/77 ’7_2)' D

Now we are ready to formulate the main result of this section, which takes
into account the inexactness of the Newton steps.

Theorem 3.4. With the constant ¢ defined in Theorem 2.3, assume that

Vab p 1 N
= 1-— < - > — 6 < +— 14
p 10&)’ ( ﬁ)— C’ 0——2’ — 4 ) ( )

and ||v° —v(u®)||gr < p/ 0. Then the iterates defined by Algorithm 3.1 are all
well defined and converge linearly towards the limit point v(0). More precisely,

[v* = o(u) [ < pV/ik and 0 —v(0)|[m < ev/pt (15)
with some generic constant c.

Proof. By induction, assume that (15) holds for some k. Using (11) in Theo-
rem 2.3 we derive

" = w(® D)l < Mlo* = v+ lo(e®) = o™ m

= (p+c(1 - Vo)) Vub.



By the refined Newton-Mysovskii theorem (cf. [6, Thm. 2.3]), one exact Newton
step for p = pF+1 yields

w
[0* + Av* — o (M) < e [l0* — o () [
21/ pkad
w 2
< m (P+C(1_\/E)) K
w 2
= Sovar P VOV

The length of the exact Newton correction is bounded by
1AW (| < Jlo(*H) = oF = AvF[lgn + o(p ) = vF [l

20% (p+c(1 = Vo))" VI + (p+ (1 = Vo)) Viik.

Using the assumptions (14) from right to left, we can now estimate the error of
the next iterate v*T1 = v* 4 §v¥ obtained by an inexact Newton correction dv*
as

<

[ = o () e

%” (o4l = V)" + o (oot = va) | Vi

el ool - V@) | Vi

:4\5/}) (p+ el = Vo))" + i (p+ec(l—- ﬁ))} vk

[ 5w 1
2o+ o) VI
[ 5w 1

B m’”z% uh

= pV prtl,

<

<

IN

IN

which completes the induction. O

Remark 3.5. Exploiting strong strict complementarity of the solution, local
superlinear convergence of a similar short step pathfollowing method can be
shown [17].

4 Finite element discretization
The advantage of eliminating the control pointwise is apparent when it comes

to discretize the variables. Remember that Algorithm 3.1 requires the solution
of (13) up to a relative (discretization) error of ||sv* — AvF| g1 < 6||AvF||gr.



We consider finite element discretizations on a sequence of uniformly shape-
regular and quasi-uniform triangulations 7j of Q with maximal element size h,
thus we assume that there exists a constant ¢, such that Ay, > ch. On 7, we
define for p = 1,2 the ansatz space V! = {¢ € (Hj())*|NT € T, : ¢|lp € P2}
of piecewise linear and piecewise quadratic functions, respectively. With I}, :
C' Q) — VP we denote the Lagrange interpolation operator with interpolation
points at the vertices of 7, for p = 1, and at vertices and edge midpoints of 7},
for p = 2, respectively.

Since the accuracy of the numerical integration used for assembling (u, ¢)
turns out to be crucial, it is considered separately from the finite element dis-
cretization. We interpret the numerical integration as exact integration of a
projection Ppu of u. The discrete approximation Fj, : V! — (V}F)* is then
defined by

(Fn(vn), (91, 92)) = (Yo —ya + LAn, 1) + (Lyn — Pru(An), ¢2)  V(d1,d2) € V).

With S, : H ! — VP, z — (, we denote the solution operator of the discretized
problem

(L= 2,0) =0 Vo eVy

with exact integration. For a triangulation 7 we denote by

lollzez o= ol + 3 Iollasry
TeT

the piecewise H?-norm and by H% the corresponding Sobolev space.

Lemma 4.1. Assume that yq € H'. Then there exists a constant ¢ < o0
independent of u, such that the central path solutions (y, \) satisfy the following
regularity conditions:

[Yllaz <e, [IM[as < e

Moreover, for X € WH4(Q) N H2(Q) the following regularity estimates hold for
u(A; )

[us Wz, < e luld w)llar < el Mm

c
ﬁll/\\lﬁww
Proof. We denote by ¢ a generic constant which is independent of u. Since
|u| < 1 by construction, ||u(N)|lL, < /|| is immediately clear. By standard
regularity results for elliptic PDEs (see e.g. [8]) we have |ly||g2 < cllulj2 <
c and || Mgz < ¢lly — yallgr < ¢ Lemma 2.1 and Vu = «/(A)VA imply
|l < L[[A]z1 < ¢. Concerning the H2-estimate for v we compute VZu =
u”(A)(VA, VA) + ¢/ (A)V2X and conclude

lw(Xs )l 2,7 < || A2, +

lullzr2,7 < ellu”[loolIMFyr.s + 1 ool M| 22,7

which yields the assertion. O
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In the following subsection, we derive discretization error estimates based
on certain accuracy assumptions imposed on P, whereas the next subsection is
devoted to the question how to realize an integration scheme that satisfies these
assumptions.

4.1 Error estimates

First we collect some immediate results of standard finite element theory.

Lemma 4.2. The following estimates hold for p =1,2:
1Sz]|gm < cllzl|gm-2  form=1,2,3 (16)
1(Sh = )zl < chP||z]| Ho— (17)
1(Sh = S)zllz= < chP*H 2]l s (18)
1Sk — S8)z 112 < chP 2] (19)
1Szl m2, 7 < cllzllm (20)

Proof. The regularity result (16) holds for sufficiently smooth 99 (see e.g. [8]).
For (17) and (18) we refer to [5, Thms. 3.2.2 and 3.2.5]. As for (19) we estimate

1(SnSh — SS)zllr2 < [|Sh(Sh — S)zllLz + [[(Sh — 5) 52|12
< cl|(Sh — 8)z]| 2 + chP [ S2| o
< chPP 2| o1 + chP || 2| L2

< ch?|z|| g

Concerning (20), we only need to consider the case p = 2, and we first notice
that Sz € H3. Thus the Lagrange interpolate I}, Sz of Sz corresponding to the
quadratic finite elements satisfies the error estimates (cf. [5, Thm. 3.1.6])

11,Sz — Szl g2 < ch||Szllgs < chlz]m
1155z = Sz|| g1 < ch®||Sz|gs < hPc|z|un,

and by (17) we obtain
1nSz — Spz|| g < ||[InSz — Sz|| g1 + ||Shz — Sz||g < ChQHZHHl.

Now we may use an inverse inequality [[vp|lgz,7 < £l|lvpllm Vo, € V2 (cf. [5,
Thm. 3.2.6]) to obtain

||ShZHH2,T < ||IhSZ — ShZ”Hz’T + HIhSZ — SZHH?,T + ||SZ||H277
<c(1+h)|z|z-

O

Lemma 4.3. Consider a quasi-uniform family of triangulations T;, of Q, let
p=1,22¢€ HPTY(Q), 2, € VP(Q) and assume

Iz = znllar < chPl|zll o+ (21)
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Then the following discrete Sobolev inequalitiy holds with ¢ independent of h:
[znllwra < cllz]l o (22)
Proof. We use the triangle inequality to obtain

[2nllwra) < ll2llwia) + [z = 2llwra) + lzn — Inzllwraq)-
Thus we may estimate on each triangle (cf. [5, Thm. 3.1.6]):

) < Chp+d(1/471/2) ”

||IhZ—ZHW1,4( Z||Hp+1(T).

Moreover, an inverse inequality (cf. [5, Thm. 3.2.6]) applied to the grid function
zn — Ipz yields

pd(1/4-1/2

llzn — IhZ”WlA(T) <ec )th — IhZHHl(T)

<ch ™ (e — 2|l mery + 112 = Inzllm () -
where d is the spatial dimension. Using the estimate
lz = Inzll g1y < APl|z — Inz|| g (1)
we obtain together:
lznllwracry < lzllwracy + P~ 2) gor gy + ch™ |z = 2l
To sum up over all triangles we use the following relations in [,-spaces:
o1 + vally < Mloalles + llvalli < llvalle + o2l

insert vy = (||Z||W1~4(T)>T€Th and vy = (Chp_d/4||2’||Hp+1(T) + Ch_d/4HZh —
2|1 (1)) e, and obtain (since p —d/4 > 0):
Iznllwra) < lzllwra) + kP~ z) gor ) + ch™ 4|z = 2llm ()
< [lzllwragy + ch?~ 2l oo ) + hP ™Y 2| e o

< lzllwra) + cllzll e (a)-
Here we used the estimate

po9/4 d/4

min th - Z”Hl(ﬂ) <ch™ ||Zh — Z”Hl(Q)

and thus quasi-uniformity of the triangulation. Finally, the Sobolev embedding
HPHL(Q) — WH4(Q) yields:

znllwa < ellzll -
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Lemma 4.4. Let ¢ denote some generic constant independent of u, u, h, and
v. If the linear projector Py, satisfies

[Phu = ull -+ < ch’/pllull g2 7 (23)

then there is a discrete central path solution v, € VP with associated control
up, = u(Ap), such that for both linear (p = 1) and quadratic (p = 2) finite
elements the error estimates

llon — v(p)l|mr < ch?

lun — w2 < ch?
hold.

Proof. (i) Ewistence of vy,. The set M = {u € L?: |u| < 1 a.e.} is nonempty,
closed, convex, and bounded, and the mapping

T:L* — L?, u u(\(yn(Pau) — ya)) = w(—Sh(SpPru — yq))

is a compact operator that maps M into itself. By the Schauder fixed-point
theorem (cf. [23, Theorem 2.A]) T has a fixed point up = u(—Sp (S Pru — yq))
and corresponding finite element solutions v, = (yn, An), such that F,(vy,) = 0.
(ii) Inezact integration of uy. Define A, := —Sp(yp, — ya) and X := —S(yn — Ya)-
Since y, — yq € H', it follows that A € HP*! and by Lemma 4.3:

12 = Al < b 3loes = Dallwes e [ller < e
and thus by Lemma 4.1

1
||’uh||H2’T S C——.

NG

Assumption (23) yields

[Sh(Paun — un)llar < el Phun — un | -

24
< chPy/ul|lunl| gz, r < chP. (24)

(iii) L? error estimates for uy,. First we note that
TR

AMu) = au —
u+1l 1-u

obtained from (8) is monotonically increasing with X (u) > « + u, and holds
for both the exact central path solution as well as for any discrete solution
A = —Sh(ShPru — yq). We adapt the proof given in [10] to the present setting
and estimate

(+ mllu—unlZz < (Nw) = Mun), u —un)
(—=S(Su —ya) + Sn(ShPrun — ya),u — up)
< SSu + Syd + SpSKLPhup, — Shyd, u — uh>
<(S}LS}L —SS)U u—uh> (ShSh(uh —u),u—uh>

<0

+ (ShSh(Prun — up), u — up) + (S — Sh)ya, u — up).
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Dividing by ||u — up||L2 we obtain by (24)

(a+pllu = unllz <[[(SnSh = SS)ull L2 + [1SwSh(Pr = Dun)l| L2 + [[(S = Sh)yal| L2

< kPl + ehPJpllunl gz 7 + P yall
< chP.

(iv) H' error estimates for yy, and \j,. Equipped with the estimate |Ju—uy|/72 <
ch? we obtain by standard error estimates for finite element solutions and (24)

ly = ynllzr < [|Suw— Supllg + |Sun — Spunllgr + |Shun — ShPrup || g
< cllu —unllrz + chP||upl|gr-1 + ch?/ullunl gz 7
< ch?

and

A=l < NSy —yn)llar + (Sh = S)ynlla
< ch®? 4 ch?|lyn || gro—2
< chP.

O

Corollary 4.5. If (23) holds, Algorithm 3.1 computes discrete central path
solutions vy, € VP with associated control up, with distance to the solution v(0)
of (1) bounded by

lon — o (O]l < ch?
Huh — ’U,(O)HLQ < chP.

Proof. For > 0, Theorem 3.4 requires discrete solutions vy, with |l —v(p)|| g <
p+/Ht, which is satisfied for

ch? < py/p (25)

by Lemma 4.4. Using the coarsest possible discretization, i.e. choosing h(u) or
equivalently p(h) such that equality holds in (25), we obtain

lon = v(0)[[r < llvn = v()llar + llo(p) — v(0)[[ a2 < ch?
by Theorem 2.3. O

Remark 4.6. Higher order results ||u, — u(0)||z2 < ch?T17¢ can be obtained
by using more accurate numerical integration and superconvergence properties
of the central path (cf. [16, 17]), if a strong strict complementarity assumption
holds for the solution v(0) .
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4.2 Numerical integration schemes

We will now analyse a simple possibility to construct an interpolation operator
P, that satisfies (23). Since we only have regularity in the norm || - || g2 7, we
define P, = P, j as a piecewise linear interpolation on sub-triangles with size

h < h, that are aligned to the finite-element grid. By standard interpolation
theory we obtain the error estimate

| Phu — ul| 2 < ch?|ull g2 7,

thus we have to choose ~
h? .= ch?\/pi. (26)
By (25) we know that h? = cp,/i holds during Algorithm 3.1. Inserting this
into (26) yields
h2 = ch?,

and hence R
h = ch?.

Thus, in the case of linear finite elements we may use a fixed subdivision of
the finite element grid to interpolate uy, but in the case of quadratic finite ele-
ments we have to introduce finer and finer subgrids for assembling uy, sufficiently
accurate.

Taking the considerations above into account, the computational effort for
evaluating the integrals during the assembly phase up to the required accuracy
is a significant part of the overall computational work. In contrast, control
discretization approaches can work with fixed, standard quadrature rules, but
require a significantly finer mesh in order to achieve the same accuracy. There-
fore, their computational complexity for assembly is comparable to the control
reduced method, but their effort for solution of the resulting large systems is
considerably greater. Furthermore, their memory requirement for storing fine
meshes and the associated data is much greater.

Remark 4.7. In actual computation with quadratic finite elements one will
choose the accuracy of the integration adaptively. If the boundary 924 of the
active set 24 of u is not too complex, the additional computational effort for
such an adaptive integration will be bounded by a fixed factor, since sharp bends
in up, are to be expected in the vicinity of 924 only. Moreover, the contribution
of this region to the overall error will be small, due to its shrinking size.

5 Numerical examples

This section is devoted to demonstrate the method at some illustrative examples.
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Figure 1: Discrete solution at u = 278, From left to right: state y, multiplier
A, and control u. Top row: h = 1/4. Bottom row: h = 1/16. In order to display
the accuracy gain, the control is interpolated on a significantly finer grid than
y and \ were computed on.

Example 1. As a completely artificial example we choose

i Ly =gl + Sl
min — — —[|u
yeEH uel? 2 Y~ Yallre 2 L

subject to —Ay=u inQ, Jdpy=0 ondQ, —-6<u<6

with Q = [0,1]?, a = 5e — 4, and

{1, T+ 10 <1
Ya = . .
2, otherwise
In order to examine the numerical convergence properties with respect to the
mesh size h we employ uniform criss-cross triangulations with A = 27™. Note
that the assumption 9Q € C? is violated, such that the state equation is not
H3-regular. It is, however, H2-regular due to the convexity of Q, which is all
that is needed for proving the convegence rates for linear elements (p = 1).
For quadratic elements, the numerically observed convergence rates do almost
match the theoretical results obtained for H?® regular problems. This can be
attributed to the fact that H?® regularity is lost only in the vicinity of the corner
points of €2, such that the impact on the overall error is almost negligible.
Discrete central path solutions for different mesh sizes are shown in Figure 1,
with a zoom into the control given in Figure 2. The structure of the control and
in particular shape and location of the developing kinks are surprisingly well
represented already on very coarse meshes.
This translates into the maximal order of convergence that can be expected
for linear and quadratic finite elements, respectively. Discretization errors for
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state y and multiplier A, both in || - ||z and || - || 2, are given in Figure 3.
Note that the quadratic and cubic convergence order of A in L? for linear and
quadratic elements, respectively, translates directly into the same order of con-
vergence for u in L2.

v

i

i
di
A

01l 01t
001 F ™
0.01 |
0.001 ¢
0.001 ¢
0.0001 ¢
0.0001 | s ]
’ State/H1 —— 1e-05 | State/H1 —— ™,
Multiplier/H1 - ... Multiplier/H1 -
State/L2 —— State/L2 ——
1e-05 f Multiplier/L2 - ‘ ‘ v 1e-06 |, Multiplier/L2 - ‘ ey
2 4 8 16 32 64 2 4 8 16 32

Figure 3: Convergence rates for linear (left) and quadratic (right) finite elements
at different values of p = 278,2713 2715,

Example 2. This problem taken from [22] is a drastically simplified bench-
mark problem for applicator development in regional hyperthermia treatment,
a cancer therapy that aims at heating deeply seated tumors by microwave radi-
ation in order to make it more susceptible to an accompanying radio or chemo
therapy [7]. The governing PDE is the stationary bio-heat-transfer equation [13]

—V(kVy) + (y — 37w = ou in Q
Ony =10 on Of)
for the temperature y on the relevant part 2 of the human body. Our benchmark

problem is based on a problem considered in [2, Section 4], where a detailed
description of the material parameters can be found.
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Figure 4: Cross section 2 of the pelvic region with different tissue types (left)
and optimal state (right).

The control u, assumed to be freely adjustable within the bounds 0 < u <
Umax, 1S the energy absorption of the tissue and is directly related to the am-
plitude of the time harmonic electric field generated by the microwave gener-
ator. We set tar = 105V2/m?  The thermal effect of perfusion w with
arterial blood of 37°C from different regions of the body is accounted for by the
Helmholtz term. We aim at a therapeutical temperature

~f45 i
Y"TA37 mo\Q,

that affects only the tumor tissue Q; C Q (see Fig. 4). For this example, the
regularization parameter o has been set to 10712

As can be expected, the optimal control just deposits almost all the energy
into the tumor region and almost nothing outside. The very small value of «
leads to a very thin band of steep increase in the control, which is, however, not
aligned to the coarse grid.

The intent of this example is not to numerically verify the theoretical conver-
gence rates for h — 0, but to illustrate the efficiency of the method for rather
coarse meshes. In particular, here we are not interested in the loss of even
H?-regularity due to the nonconvex polygonal domain €.

The problem has been solved numerically by a primal-dual function space
oriented interior point method as described in [21, 22]. The discretized control
needs to represent the ‘discontinuity’ of the solution with sufficient accuracy,
such that massive grid refinement occurs along the boundaries of the active sets
(see Fig. 5, left). The finest computational grid contained about 40000 triangles,
most of them concentrated along the control ’discontinuity’.

We also solved this problem with the control reduced primal interior point
method, however on a much coarser grid with about 2500 triangles. Then the
control was computed via (8) on a uniformly refined grid (see Fig. 5, right),
which yielded a comparable result with much less computational effort.
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Figure 5: Mesh refinement and discrete control for the primal dual approach
with piecewise constant control discretization (left) and for the control reduced
primal approach (right) computed on a coarse grid.
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Conclusion

A novel discretization scheme for primal interior point methods applied to PDE
constrained optimization problems has been presented. Pointwise elimination
of the control, which is the least regular variable, enables high accuracy with
comparatively coarse meshes.
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