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Assignment 1 (6 points):
Suppose that f(z) = 27 Qxz, where Q is an n x n symmetric matrix. Using the definition
from the lecture, show:

a) f(z) is convex on R" <= (@ is positive semidefinite;
b) f(z) is strictly convex on R” <= (@ is positive definite.

Hint: It may be convenient to prove the following inequality, which is equivalent to the
condition of convexity:

fly+alz—vy)—af(z)—(1—-a)f(y) <0, Vaecl0,1]and all z,y € R".

Assignment 2 (4 points):
Specify a norm for which the gradient method converges optimally for the quadratic
problem

flx) = §$TA£L‘ — bz, min f(z)

with a symmetric positive definite matrix A. Prove the optimality.

Assignment 3 (4 points):
Show (e.g. by giving a counterexample) that if 0 < co < ¢; < 1, there may be no step
lengths that satisfy the Wolfe conditions.



